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Here you will find all the information you will need to use the Delphix Continuous Data Engine for data
virtualization. Learn how to deploy our application, use our features, or tune it for optimal performance. We have
organized this content into several categories that you can browse via the navigation bar.
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Release Notes 6.0.x

Welcome to the 6.0.x release of the Delphix Engine database virtualization system.

+ New Features

« Support Matrices

+ Fixed Issues (6.0.x)

+ Known Issues

+ Migration and Compatibility

» Deprecated and Removed Features
« Licenses and Notices

Release Notes- 7
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New Features

This section includes new features Delphix has added to its existing products or services.

Release 6.0.0
SHA-2 Support: Delphix now provides support for SHA-2 MACs.

Google Cloud Support: Delphix now supports running in Google Cloud Platform for existing supported databases.

Enhanced Networking Adapter (ENA) Support: Delphix supports networking on AWS instances with the Elastic
Network Adapter (ENA). This offers our customers enhanced networking capabilities and more economical options.
Notably, this includes the AWS R4 instance types.

Masking NFS/CIFS Mount: Our customers increasingly are masking files alongside their databases. The
masking engine has classically supported this via FTP/SFTP but now to make things easier Delphix has
introduced the ability to directly mount and mask a file system - over NFS and CIFS. This should dramatically
simplify the process of file masking.

Oracle Quality: Continued focus on Oracle quality and have introduced several quality improvements with
our 6.0 release.

Masking API Updates: 6.0 introduces a significant number of new endpoints, including mainframe control,
as well as updates for existing endpoints. This release also introduces versioning for the masking API,
allowing our customers to upgrade without risk of breaking their integrations.

AdoptOpenJDK 8 for the Delphix Toolkit: Delphix has changed the Java Development Kit (JDK) that is
included with the toolkit, and is sent to all Delphix connected environments. Customers who require using
Oracle Java may continue to do so with the feature to provide their own Java, which shipped in 5.3.5.
Removed Instance Check: When running in AWS or Azure, the product will no longer raise a fault when it
detects that it is running on an unsupported instance. This enables Delphix to certify previously released
software on new instances without having to modify the software.

The product will still detect what instance it is running on and include this information in the user interface
and phone home bundles. We will also continue to publish a matrix of supported instances for Azure, AWS,
and GCP in the product documentation. Delphix provides no guarantee of performance or support for
unsupported instance types.

Upgrade Process: The upgrade to 6.0 will be an in-place upgrade like other Delphix releases, there are a few
changes that will improve the process overall for 6.0:

We will require an upgrade to an interim release first (either 5.3.6). This can be done at the same time as the
customer upgrades to 6.0 or in the months prior.

We will be introducing new upgrade checks to ensure that customers are not using features that have been
removed. For a list of removed features see Deprecated and Removed Features.

We will provide an upgrade image specific for each platform we support with Virtualization (VMWare, AWS,
Azure, GCP). This will allow us to be more precise in customizing the images for each.

Release Notes- 8
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Support Matrices
This section covers the following topics:

« Oracle Matrix

« SQL Server Matrix

» SAP ASE Matrix

+ Db2 Matrix

« PostgreSQL Matrix

« HANA Matrix

« EBS Matrix

» Kerberos Support Matrix

« Data Source Certifications
« Virtualization Platform Matrix
« VFile Matrix

Release Notes-9
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Oracle Matrix

Disclaimers and Support Notes

Due to some specific ExaCC platform characteristics, Delphix provides controlled support for the ExaCC platform,
which requires additional verification. Please contact your Delphix representative to start your qualification
process.

Delphix Support Policies specifically list major and minor release coverage. If a minor release is listed as covered,
all patch releases under that minor release are certified. Support applies to corresponding versions of Community
Enterprise Operating System (CentQS) / Oracle Linux (OL), 64-bit OS support only.

The Oracle version in the support matrix applies to both Oracle DB and Oracle Grid. Delphix supports the same set
of features and functionality for supported non-multitenant database versions. Currently, Delphix does not support
the Oracle 12c feature of THREADED_EXECUTION being set to TRUE, because this disables OS authentication.

Summary of Delphix features that are unsupported for the Oracle12c and higher Multi-tenant configuration:

« Existing Virtual Container Database (vCDB) as target for provisioning an additional vPDB
« Customize VDB settings/initialization parameters. Includes the following:
« Customize init.ora database parameter during provisioning
« Configtemplates
+ Online redo log size
+ Number of RAC VDB instances
+ Online redo log groups
« Archive log mode
+ Setting new DBID
+ Customize local listeners
« Virtual to Physical (V2P) Support
« ForvPDBs in non-virtual CDBs, automatic restart on target server reboot
« Resumable initial SnapSync
« Validated Sync
« Source continuity for dSource upgraded from Oracle 12¢ non-multitenant to multitenant database
« Cross-platform provisioning (XPP) to the virtual database
+ Oracle LiveSources

Color Supported?

Yes

No

Not Applicable

Oracle Database Editions
Delphix supports the following Oracle database editions:

+ Enterprise
« Standard

Release Notes- 10



Red Hat Enterprise Linux (RHEL)

Supported
DBMS Version

Supported

0OS Version

RHEL 5.5

RHEL 5.6

RHEL 5.7

RHEL 5.8

RHEL 5.9

RHEL 5.10

RHEL 5.11

RHEL 6.0

RHEL 6.1

RHEL 6.2

RHEL 6.3

RHEL 6.4

Oracle
10g

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte

d

N/A

N/A

N/A

N/A

N/A

Oracle
11gR1

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte

d

N/A

N/A

N/A

N/A

N/A

Oracle
11gR2

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d
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Oracle
12cR1

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Oracle

12cR2

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte
d

Oracle

18c

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte
d

Oracle

19¢c

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A
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RHEL 6.5

RHEL 6.6

RHEL 6.7

RHEL 6.8

RHEL 6.9

RHEL 6.10

RHEL 7.0

RHEL7.1

RHEL 7.2

RHEL 7.3

RHEL 7.4

RHEL 7.5

RHEL 7.6

RHEL 7.7

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d
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Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte

d

Supporte
d

Supporte
d

Supporte
d
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SUSE Linux Enterprise Server (SLES)

a Support for SLES 15 requires installing the libncurses.5 library onto the host.

Oracle Oracle Oracle Oracle Oracle Oracle Oracle
Supported DBMS  10g 11gR1 11gR2 12cR1 12cR2 18c 19¢
Version
Supported
OS Version
SLES 11 Supporte  Supporte  Supporte  N/A N/A N/A N/A
d d d
SLES 11 SP1 Supporte  Supporte  Supporte  N/A N/A N/A N/A
d d d
SLES 11 SP2 Supporte  Supporte  Supporte  Supporte  N/A N/A N/A
d d d d
SLES 11 SP3 Supporte  Supporte  Supporte  Supporte  N/A N/A N/A
d d d d
SLES 11 SP4 Not Not Supporte  Supporte N/A N/A N/A
Supporte  Supporte d d
d d
SLES 12 N/A N/A Supporte  Supporte N/A N/A N/A
d d
SLES 12 SP1 N/A N/A Supporte  Supporte  Supporte  Supporte  N/A
d d d d
SLES 12 SP2 N/A N/A Supporte  Supporte  Supporte  Supporte  N/A
d d d d
SLES 12 SP3 N/A N/A Supporte Supporte Supporte Supporte Supporte
d d d d d
SLES 12 SP4 N/A N/A Supporte Supporte Supporte Supporte Supporte
d d d d d
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SLES 15

SLES 15 SP1

Solaris SPARC

Supported
DBMS Version

Supported
0S Version

Solaris 10 U9

Solaris 10
ulo0

Solaris 10
ull

Solaris 11

Solaris 11 U1

Solaris 11 U2

Solaris 11 U3

Solaris 11 U4

Solaris x86

Supported
DBMS Version

N/A

N/A

Oracle
10g

Support
ed

Support
ed

Support
ed

N/A

N/A

N/A

N/A

N/A

Oracle
10g

N/A

N/A

Oracle
11gR1

Support
ed

Support
ed

Support
ed

N/A

N/A

N/A

N/A

N/A

Oracle
11gR1
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Not Not
Supporte  Supporte
d d
Not Not
Supporte Supporte
d d
Oracle Oracle
11gR2 12cR1
Supported  N/A
Supported  Supported
Supported  Supported
Supported  Supported
Supported  Supported
Supported  Supported
Supported  Supported
Supported  Not
Supported
Oracle Oracle
11gR2 12cR1

Supporte
d

Not
Supporte
d

Oracle
12cR2

N/A

N/A

Not
supported

N/A

N/A

Supported

Supported

Supported

Oracle
12cR2

Supporte
d

Not
Supporte
d

Oracle
18c

N/A

N/A

Supported

N/A

N/A

Supported

Supported

Supported

Oracle
18c

Supporte
d

Supporte

d

Oracle
19c¢

N/A

N/A

N/A

N/A

N/A

N/A

Supported

Supported

Oracle 19c¢
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Supported
0OS Version
Solaris 10 U9  Support  Supporte Supported N/A N/A N/A N/A
ed d
Solaris 10 Support  Supporte Supported Supported N/A N/A N/A
u10 ed d
Solaris 10 Support  Supporte Supported Supported N/A Supported  N/A
U1l ed d
Solaris 11 N/A N/A Supported Supported N/A N/A N/A
Solaris11 U1  N/A N/A Supported Supported N/A N/A N/A
Solaris11U2 N/A N/A Supported Supported Supported Supported N/A
Solaris11U3  N/A N/A Not Supported  Supported  Supported Supported
Supported
Solaris11U4 N/A N/A Not Not Supported  Supported Supported

Supported = Supported

Hewlett Packard Unix (HP-UX)

Supported Oracle Oracle Oracle Oracle Oracle Oracle Oracle
DBMS Version 10g 11gR1 11gR2 12cR1 12cR2 18c 19¢
Supported
OS Version
HP-UX Supported Supported Supported Supported Supported Not Not
11.31 Supported  Supported

Advanced Interactive eXecutive (AIX)

Supported Oracle Oracle Oracle Oracle Oracle Oracle18c Oracle 19c
DBMS Version 10g 11gR1 11gR2 12cR1 12cR2

Release Notes- 15



Supported
0S Version

AlIX6.1

AIX7.1

AIX7.2

Support
ed

N/A

N/A

Supporte
d

N/A

N/A

Supporte
d

Supporte
d

Supporte
d
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Supporte
d

Supporte
d

Supporte
d

Not
Supporte
d

Supporte
d

Supporte
d

Not N/A
Supported

Supported  Supported

Supported  Supported
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SQL Server Matrix

& Delphix Support Policies specifically list Major and Minor release coverage. If a minor release is listed as
covered, then all patch releases under that minor release are certified.

& Delphix only supports 64-bit operating systems.

Windows Server

SQL SQL SQL SQL SQL SQL SQL
Supported DBMS Server Server Server Server Server Server Server
Version 2008 2008 R2 2012 2014 2016 2017 2019
Supported OS
Version
Windows Supporte Supported  Supported Supporte N/A N/A N/A
Server 2008 R2 d d
Windows Supporte Supported  Supported Supporte N/A N/A N/A
Server 2008 R2 d d
SP1
Windows Supporte Supported  Supported Supporte Supporte Support  N/A
Server 2012 d d d ed
Windows Supporte Supported  Supported Supporte Supporte Support  N/A
Server 2012 R2 d d d ed
Windows N/A N/A Supported Supporte Supporte  Support  Support
Server 2016 d d ed ed
Windows Server ~ N/A N/A N/A N/A Supporte  Support  Support
2019 d ed ed
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SAP ASE Matrix

& Delphix Support Policies specifically list Major and Minor release coverage. If a minor release is listed as
covered, then all patch releases under that minor release are certified.

& 64-bit OS support only

Red Hat Enterprise Linux (RHEL)

ASE 15.0.3 ASE 15.5 ASE 15.7 ASE 16
Supported DBMS
Version
Supported 0OS
Version
RHEL 5.5 Supported Supported Supported N/A
RHEL 5.6 Supported Supported Supported N/A
RHEL 5.7 Supported Supported Supported N/A
RHEL 5.8 Supported Supported Supported N/A
RHEL 5.9 Supported Supported Supported N/A
RHEL 5.10 Supported Supported Supported N/A
RHEL 5.11 Supported Supported Supported N/A
RHEL 6.0 Not Supported Not Supported Not Supported N/A
RHEL 6.1 Not Supported Not Supported Not Supported Not Supported
RHEL 6.2 Supported Supported Supported Not Supported
RHEL 6.3 Supported Supported Supported Not Supported
RHEL 6.4 Supported Supported Supported Not Supported
RHEL 6.5 Supported Supported Supported Supported

Release Notes- 18



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

RHEL 6.6 Supported Supported Supported Supported
RHEL 6.7 Supported Supported Supported Supported
RHEL 6.8 Supported Supported Supported Supported
RHEL 6.9 Supported Supported Supported Supported
RHEL 6.10 Supported Supported Supported Supported
RHEL 7.0 N/A N/A Supported Supported
RHEL 7.1 N/A N/A Supported Supported
RHEL 7.2 N/A N/A Supported Supported
RHEL 7.3 N/A N/A Supported Supported
RHEL 7.4 N/A N/A Supported Supported
RHEL 7.5 N/A N/A Supported Supported
RHEL 7.6 N/A N/A Supported Supported
RHEL 7.7 N/A N/A Supported Supported
RHEL 8.0 N/A N/A N/A Supported

SUSE Linux Enterprise Server (SLES)

ASE 15.0.3 ASE 15.5 ASE 15.7 ASE 16
Supported DBMS Version
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Supported OS Version

SLES11

SLES 11 SP1

SLES 11 SP2

SLES 11 SP3

SLES 11 SP4

SLES 12

SLES 12 SP1

SLES 12 SP2

SLES 12 SP3

SLES 12 SP4

Solaris SPARC

Supported DBMS Version

Supported

Supported

Supported

Supported

Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 15.0.3
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Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 15.5

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 15.7

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 16
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Solaris 10 U9 Supported Supported Supported Not Supported

Solaris 10 U10 Supported Supported Supported Not Supported

Solaris 10 U11 Supported Supported Supported Not Supported

Solaris 11 Not Supported Not Supported Not Supported Not Supported

Solaris 11 U1 Not Supported = Not Supported Not Supported = Not Supported

Solaris 11 U2 Not Supported = Not Supported Not Supported  Not Supported

Solaris 11 U3 Not Supported  Not Supported = Supported Supported

Solaris 11 U4 Not Supported Not Supported Supported Supported

Solaris x86
ASE 15.0.3 ASE 15.5 ASE 15.7 ASE 16
Supported DBMS Version

Supported 0OS
Version
Solaris 10 U9 Supported Supported Supported Not Supported
Solaris 10 U10 Supported Supported Supported Not Supported
Solaris 10 U11 N/A N/A Supported Not Supported
Solaris 11 N/A N/A Supported Supported
Solaris 11 U1 N/A N/A Supported Supported
Solaris 11 U2 N/A N/A Supported Supported
Solaris 11 U3 N/A N/A Supported Supported
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Solaris 11 U4 N/A
Hewlett Packard Unix (HP-UX)
ASE 15.0.3
Supported DBMS Version
Supported OS Version
HP-UX 11.31 Not Supported
Advanced Interactive eXecutive (AIX)
ASE 15.0.3
Supported DBMS Version
Supported OS Version
AlX 6.1 Supported
AIX7.1 Not Supported
AIX 7.2 Not Supported
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N/A

ASE 15.5

Not Supported

ASE 15.5

Not Supported

Not Supported

Not Supported

Not Supported Not Supported
ASE 15.7 ASE 16
Not Supported Not Supported
ASE 15.7 ASE 16
Supported  Not Supported
Supported  Not Supported
Supported  Supported
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Db2 Matrix

Supported Db2 Database Editions

1. Enterprise Server Edition
2. Advanced Enterprise Server Edition
3. Forthe supported Db2 versions, Delphix supports the corresponding Db2 Developer edition with Db2 plugin

support
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& Delphix Support Policies specifically list Major and Minor release coverage. If a minor release is listed as
covered, then all patch releases under that minor release are certified.

@ Db2 supports only 64-bit OS.

Red Hat Enterprise Linux (RHEL)

ESE and AESE Support

Supported DBMS Version

Supported OS Version

RHEL 6.0

RHEL 6.1

RHEL 6.2

RHEL 6.3

RHEL 6.4

RHEL 6.5

RHEL 6.6

RHEL 6.7

RHEL 6.8

RHEL 6.9

ESE 10.5

Not Supported

Not Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

AESE 10.5

Not Supported

Not Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

ESE11.1

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Supported

Supported

Supported

AESE 11.1

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Supported

Supported

Supported
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RHEL 7.0

RHEL 7.1

RHEL 7.2

RHEL 7.3

RHEL 7.4

RHEL 7.5

RHEL 7.6

Supported Db2 Fixpack with Delphix Engine

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported
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Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

& Delphix does not support different Db2 versions for interdependent datasets at the same time if they are in
a parent-child relationship. VDB provision or refresh may fail in the case where the instance containing its
parent dataset is on a different Db2 version. Before you upgrade the Db2 version of the instance containing
the VDB dataset, ensure that the instance containing the parent dataset is also upgraded to the same

version. Refer to the Db2 support matrix.

Db2 11.1 Fix Packs

Db2 11. Fix Packs Non-HADR Linking

Source

11.1.1.1

11.1.2.2

11.1.3.3

Staging

11.1.1.1

Supported

Not Supported

Not Supported

Db2 11. Fix Packs HADR Linking

Source

Staging

11.1.11

11.1.2.2

Supported

Supported

Supported

11.1.2.2

11.1.3.3

Supported

Supported

Supported

11.1.3.3
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11.1.1.1

11.1.2.2

11.1.3.3

Supported

Not Supported

Not Supported

Db2 11. Fix Packs Provisioning

Staging

11.1.1.1

11.1.2.2

11.1.3.3

Db2 10.5 Fix Packs

Target

11.1.11

Supported

Not Supported

Not Supported

Db2 10.5 Fix Packs - NON HADR linking

Source

10.5.0.1

10.5.0.2

10.5.0.3

10.5.04

10.5.0.5

Staging

10.5.0.1

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

10.5.0.2  10.5.0.3

Support  Support
ed ed

Support  Support
ed ed

Support  Support
ed ed

Support  Support
ed ed

Support  Support
ed ed

10.5.0.4

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Supported

Supported

Supported

11.1.2.2

Supported

Supported

Supported

10.5.0.5  10.5.0.6

Support  Support
ed ed

Support  Support
ed ed

Support  Support
ed ed

Support  Support
ed ed

Support  Support
ed ed

Supported

Supported

Supported

11.1.3.3

Supported

Supported

Supported

10.5.0.7  10.5.0.8  10.5.0.9

Support  Support  Support
ed ed ed

Support  Support  Support
ed ed ed

Support  Support  Support
ed ed ed

Support  Support  Support
ed ed ed

Support  Support  Support
ed ed ed
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10.5.0.6

10.5.0.7

10.5.0.8

10.5.0.9

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Db2 10.5 Fix Packs - HADR Linking

Sourc
e

10.5.0.

10.5.0.

10.5.0.

10.5.0.

10.5.0.

10.5.0.

Staging

10.5.0.1

Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

10.5.0.2

Not
Support
ed

Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

10.5.0.3

Not
Support
ed

Not
Support
ed

Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

10.5.04

Not
Support
ed

Not
Support
ed

Support

Not
Support
ed

Not
Support
ed
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Support  Support  Support Support Support
ed ed ed ed ed

Support  Support  Support Support Support
ed ed ed ed ed

Support  Support  Support Support Support
ed ed ed ed ed

Support  Support  Support Support Support
ed ed ed ed ed

10.5.0.5 10.5.0.6 10.5.0.7 10.5.0.8 10.5.0.

9
Not Support  Support  Support = Suppo
Support  ed ed ed rted

ed

Support  Support = Support  Support  Suppo
ed ed ed ed rted

Support  Support = Support  Support  Suppo

ed ed ed ed rted
Not Support  Support  Support = Suppo
Support  ed ed ed rted
ed

Support  Not Support  Support  Suppo
ed Support  ed ed rted

ed

Not Support  Support  Support  Suppo
Support  ed ed ed rted
ed
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10.5.0.

10.5.0.

10.5.0.

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

Db2 10.5 Fick Packs HADR-NON HADR Provision

Stagin
g

10.5.0.

10.5.0.

10.5.0.

10.5.0.

10.5.0.

10.5.0.

10.5.0.

10.5.0.

10.5.0.

Target

10.5.0.1

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

10.5.0.2

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

10.5.0.3

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

10.5.04

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed
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Not
Support
ed

Not
Support
ed

Not
Support
ed

10.5.0.5

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Not
Support
ed

Not
Support
ed

Not
Support
ed

10.5.0.6

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Not
Support
ed

Not
Support
ed

10.5.0.7

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Not
Support
ed

10.5.0.8

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Suppo
rted

Suppo
rted

Suppo
rted

10.5.0.9

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed

Support
ed
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Advanced Interactive eXecutive (AlX)

Supported DBMS Version

Supported OS Version

AIX 6.1

AIX7.1

AIX 7.2

Plugin/Delphix Engine Compatibility

ESE 10.5

Not Supported

Supported

Supported
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AESE 10.5

Not Supported

Supported

Supported

ESE11.1

N/A

Supported

Supported

Plugins should be installed on compatible Delphix Engines per the table below:

Delphi Db2 Db2 Db2

X _2.0. _2.1. _2.2.
Engine 1 0 1
6.0.0.x No Yes Yes

Db2 Db2
_2.3. _2.4,
0 0
Yes Yes

Db2 Db2_
2.4, 2.4.2
1

Yes Yes

Db2_ Db2_
2.5.1 2.6.0
Yes Yes

AESE 11.1
N/A
Supported
Supported
Db2_. Db2_ D
261 270 b
2
2
7
1

Yes Yes Y
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PostgreSQL Matrix

& Delphix Support Policies specifically list Major and Minor release coverage. If a minor release is listed as

covered, then all patch releases under that minor release are certified.

RHEL/CentOS/SUSE

PostgreSQL  PostgreSQL PostgreSQL
Supported DBMS Version 9.4.x (Open  9.5.x (Open 9.6.x (Open

Source & Source & source &

EDB EDB EDB
Supported OS ) ) )
Version
RHEL/Cent0S 7.3 Supported Supported Supported
RHEL/Cent0S 7.4 Supported Supported Supported
RHEL/Cent0S 7.5 Supported Supported Supported
RHEL/Cent0S 7.6 Supported Supported Supported
SUSE 11.x Supported Not Not

Supported Supported

SUSE 12.x Supported Supported Supported

where x represents the minor version.

PostgreSQL
10.x (Open
source &
EDB)
Supported
Supported
Supported

Supported

Not
Supported

Supported

PostgreSQL
11.x (Open
source &
EDB)
Supported
Supported
Supported

Supported

Not
Supported

Supported

& Allthe available PostgreSQL Database Minor Versions will be supported for the above mentioned Major

versions.

Plugin/Delphix Engine Compatibility

Plugins should be installed on compatible Delphix Engines per the table below:
Delphix Engine Plugin Versions
Versions

Postg Postg PostgreSQL_ PostgreSQL_
reSQL reSQL 1.1.0 1.2.0
_1.0.1 _1.0.2

6.0.0.x No No Yes Yes

0S and Database Version Compatibility Details:

PostgreSQL_

1.3.0

Yes

PostgreSQL_
1.3.1

Yes
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Below are some of the major points that need to be considered for this plugin :

« Compatible Operating System supported by the Plugin is CentOS 7.3/7.4/7.5/7.6 , RHEL 7.3/7.4/7.5/7.6 and
SUSE 11/12. The underlying Operating System for Source, Staging and Target environment should be
amongst these versions and identical OS is to be installed on Source and Staging environment.

+ There must be an installation of PostgreSQL on the Staging/Target environment that is compatible with the
installation of PostgreSQL on the source environment. Two installations of PostgreSQL are compatible if and
only if:

a. They share the same vendor (for example, PostgreSQL is incompatible with EnterpriseDB Postgres Plus
Advanced Server).

b. They share the same major version number (for example, 9.5.4 is compatible with 9.5, 9.5.3; however, it is
incompatible with 9.3, 9.3.24, or 9.2).

c. They are compiled against the same architecture (in other words, 32-bit and 64-bit installations of Postgres
are incompatible).

d. They are compiled with the same WAL segment size. The default WAL segment size of 16 MB is rarely
changed in practice, so almost all installations of PostgreSQL are compatible with each other in terms of
WAL segment size.

+ wal_keep_segments parameter in postgresql.conf file on Source environment should be large enough to
support the WAL sync process once the dSource is building up.

+ Any parameter in postgresgl.conf which is related to file location if mentioned on Source Database (for
example data_directory,hba_file,ident_file,external_pid_file, etc) then during dSource creation these
parameters must also be provided using the custom configuration icon on the Ul and the corresponding
location should also exist on Staging. The same process applies during the creation of VDB.

Unsupported PostgreSQL Versions and Features

PostgreSQL versions below 9.4 i.e (9.2, 9.3) are NOT supported by the plugin.

It is not possible to access the staging server with PostgreSQL 9.4 and PostgreSQL 9.5 versions.
Broadly there are two features which are not supported by the plugin:

+ Unlogged Tables: All the tables which are not logged (unlogged) will not be supported by the Plugin.
+ Point In Time recovery: Currently, the Plugin doesn’t support Point in Time recovery of PostgreSQL
database.
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HANA Matrix

& Delphix Support Policies specifically list Major and Minor release coverage. If a minor release is listed as
covered, then all patch releases under that minor release are certified.

This section describes the HANA (DBMS) versions that are supported by the HANA 2.0 Plugin, as well as the
compatible operating systems (0OS), for use on the source and target environments.

Supported DBMS Versions
The HANA 2.0 Plugin is supported against the following HANA releases:

HANA Version (Standard and Enterprise Support Package Stack (SPS) Supported
Editions)

2.0 03 Yes

2.0 04 Yes

© Important: A target may have a higher SPS release than a source; the reverse is not supported.

Supported Operating Systems :
The HANA 2.0 Plugin has been certified against the following SUSE and RHEL releases.

Supported HANA 2.0 SPS 03 (Standard and HANA 2.0 SPS 04 (Standard and
DBMS Version Enterprise Editions) Enterprise Editions)
Supported 0OS
Version
RHEL Supported Supported

7.3/7.4/1.5/7.6

Cent0S7.3/7.  Supported Supported
4/7.5/7.6
SUSE12SP03  Supported Supported

Supported CommVault Version:

The HANA 2.0 Plugin has been certified against the following CommVault version.
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CommVault Delphix Engine HANA Version (Standard  Support Package Supported
Version and Enterprise Editions)  Stack (SPS)
CommVault Version = 6.0.0.x 2.0 03 Yes
11
6.0.0.x 2.0 04 Yes

Plugin/Delphix Engine Compatibility
The HANA 2.0 Plugin may be installed on the following compatible Delphix Engine software release or higher:

Delphix Engine HANA_3.4.5 Plugin HANA_3.5.1 Plugin HANA_4.0.0 Plugin

6.0.0.x Yes Ye Yes Yes

Unsupported HANA Configurations and Options
The following configurations and options are not supported by the HANA 2.0 Plugin:

« The HANA 2.0 Plugin does not support multiple HANA installations on the same host.
« Multiple duplicate services are not supported in this release.

« Pointin Time recovery of the HANA database is not possible.

« HANA 1.0 MDC and SDC configurations are not supported.

« Parallel or concurrent VDB creation against a single target host is not supported.

+ Scale-out source and target environments are not supported.

« V2P is not supported with this release.

« Self-Service (Jetstream) is not supported with this release.
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EBS Matrix

& Delphix Support Policies specifically list Major and Minor release coverage. If a minor release is listed as
covered, then all patch releases under that minor release are certified.

a « Support applies to corresponding versions of Community Enterprise Operating System (CentOS) /
Oracle Linux (OL)
+ 64-bit OS support only

Red Hat Enterprise Linux (RHEL)

Oracle EBS 12.1 Oracle EBS 12.2
Supported EBS Apps version

Supported OS Version

RHEL 5.5 Supported Supported
RHEL 5.6 Supported Supported
RHEL 5.7 Supported Supported
RHEL 5.8 Supported Supported
RHEL 5.9 Supported Supported
RHEL 5.10 Supported Supported
RHEL 5.11 Supported Supported
RHEL 6.0 Supported Supported
RHEL 6.1 Supported Supported
RHEL 6.2 Supported Supported
RHEL 6.3 Supported Supported
RHEL 6.4 Supported Supported
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RHEL 6.5 Supported Supported
RHEL 6.6 Supported Supported
RHEL 6.7 Supported Supported
RHEL 6.8 Supported Supported
RHEL 6.9 Supported Supported
RHEL 7.0 Supported Supported
RHEL 7.1 Supported Supported
RHEL 7.2 Supported Supported
RHEL 7.3 Not Supported Not Supported

() Reference

Oracle E-Business Suite Installation and Upgrade Notes Release 12 (12.1.1) for Linux x86-64 (Doc ID
761566.1)

Oracle E-Business Suite Installation and Upgrade Notes Release 12 (12.2) for Linux x86-64 (Doc ID
1330701.1)

SUSE Linux Enterprise Server (SLES)

Oracle EBS12.1 Oracle EBS 12.2
Supported EBS Apps version

Supported OS Version

SLES 11 N/A N/A
SLES11SP1 N/A N/A
SLES 11 SP2 Supported Supported
SLES 11 SP3 Supported Supported
SLES 11 SP4 Supported Supported
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SLES 12 N/A Not Supported
SLES 12 SP1 N/A Not Supported
SLES 12 SP2 N/A Not Supported

() Reference

Oracle E-Business Suite Installation and Upgrade Notes Release 12 (12.1.1) for Linux x86-64 (Doc ID
761566.1)

Oracle E-Business Suite Installation and Upgrade Notes Release 12 (12.2) for Linux x86-64 (Doc ID
1330701.1)

Solaris SPARC (x86 and SPARC)

Oracle EBS 12.1 Oracle EBS 12.2
Supported DBMS Version

Supported OS Version

Solaris 10 U9 Supported Supported
Solaris 10 U10 Supported Supported
Solaris10 U1l Supported Supported
Solaris 10 U12 Supported Supported
Solaris 10 U13 Not Supported Not Supported
Solaris 11 Supported Supported
Solaris 11 U1 Supported Supported
Solaris 11 U2 Supported Supported
Solaris 11 U3 Not Supported Not Supported

() Reference

R12.1.1: Oracle E-Business Suite Installation and Upgrade Notes Release 12 (12.1.1) for Oracle Solaris on
SPARC (64-bit) (Doc ID 761568.1)
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Oracle E-Business Suite Installation and Upgrade Notes Release 12 (12.2) for Oracle Solaris on SPARC (64-
bit) (Doc ID 1330702.1)

Advanced Interactive eXecutive (AlX)

Supported EBS Apps version

Supported OS Version

AIXT.1

AIXT7.2

Oracle EBS 12.1

Supported (single-node only)

Supported in 5.3.x.x
(single-node only)

Plugin/Delphix Engine Compatibility

Oracle EBS 12.2

Not Supported

Not Supported

Plugins should be installed on compatible Dephix Engines per the tables below:

For EBS 12.1 customers:

Delphix
Engine

5.3.0.0

5.3.1.0

5.3.2.0

5.3.3.0

5.3.4.0

5.3.5.0

5.3.6.0

5.3.7.0

5.3.8.0-
5.3.8.1

5.3.9.0

EBS_1
.2.0

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_1
3.0

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_
1.3.1

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_2
.0.0

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_2
1.0

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_2
.2.0

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_2
3.0

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_2
3.1

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_2
3.2

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

EBS_2
3.3

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes
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6.0.0.x Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

For EBS 12.2 customers:

Delph EBS EBS EBS EBS EBS EBS EBS EBS EBS EBS EBS EBS EBS EBS

IX 1.2 13 _1. 14 _15 _16 _1. _1.8 _1. ~1.8 18 _1.8 _2.0 _2.0
Engin .0 .0 3.1 .0 .0 .0 7.0 .0 8.1 2 3 4 .0 1
e

5.3.0. Yes Yes Yes No No No No No No No No No No No

5.3.1. Yes Yes Yes No No Yes Yes Yes Yes Yes Yes Yes Yes Yes

5.3.2. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

5.3.3. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

5.3.4. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

5.3.5. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

5.3.6. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

5.3.7. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

5.3.8. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
0_
5.3.8.

5.3.9. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

6.0.0. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
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Unsupported EBS Versions and Features

+ Oracle 19c MT

+ Sudo Privilege

+ Weblogic Password Change

« Support SSL enabled Environment
« V2P
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Kerberos Support Matrix

& Delphix Support Policies specifically list Major and Minor release coverage. If a minor release is listed as
covered, then all patch releases under that minor release are certified.

Oracle - Red Hat Enterprise Linux (RHEL)

Supported DBMS Version Oracle 10g Oracle 11gR1 Oracle 11gR2 Oracle 12cR1

Supported OS Version

RHEL 5.5 Supported Supported Supported N/A

RHEL 5.6 Supported Supported Supported Supported
RHEL 5.7 Supported Supported Supported Supported
RHEL 5.8 Supported Supported Supported Supported
RHEL 5.9 Supported Supported Supported Supported
RHEL 5.10 Supported Supported Supported Supported
RHEL 5.11 Supported Supported Supported Supported
RHEL 6.0 N/A N/A Supported Supported
RHEL 6.1 N/A N/A Supported Supported
RHEL 6.2 N/A N/A Supported Supported
RHEL 6.3 N/A N/A Supported Supported
RHEL 6.4 N/A N/A Supported Supported
RHEL 6.5 N/A N/A Supported Supported
RHEL 6.6 N/A N/A Supported Supported
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RHEL 6.7

RHEL 6.8

RHEL 6.9

RHEL 6.10

RHEL 7.0

RHEL 7.1

RHEL 7.2

RHEL 7.3

RHEL 7.4

RHEL 7.5

RHEL 7.6

RHEL 7.7

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

SAP ASE - Red Hat Enterprise Linux (RHEL)

Supported DBMS Version

ASE 15.0.3

ASE 15.5

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

ASE 15.7

Supported Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
ASE 16
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Supported OS Version

RHEL 5.5

RHEL 5.6

RHEL 5.7

RHEL 5.8

RHEL 5.9

RHEL 5.10

RHEL 5.11

RHEL 6.0

RHEL 6.1

RHEL 6.2

RHEL 6.3

RHEL 6.4

RHEL 6.5

RHEL 6.6

RHEL 6.7

RHEL 6.8

RHEL 6.9

RHEL 6.10

RHEL 7.0

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

N/A
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Supported

Supported

Supported

Supported

Supported

Supported

Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

N/A

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Not Supported

Not Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported
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RHEL 7.1

RHEL 7.2

RHEL 7.3

RHEL 7.4

RHEL 7.5

RHEL 7.5

RHEL 7.6

RHEL 7.7

RHEL 8.0

Db2 Support Matrix

a

> =

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

ESE: Enterprise Server Edition
AESE: Advanced Enterprise Server Edition

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

N/A

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported
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3. Forthe supported Db2 versions, Delphix supports the corresponding Db2 Developer edition where

the vendor, IBM, supports it

4. 64-bit OS support only

Red Hat Enterprise Linux (RHEL)

Supported DBMS Version

Supported OS Version

RHEL 6.0

RHEL 6.1

RHEL 6.2

RHEL 6.3

RHEL 6.4

ESE 10.5

Not Supported

Not Supported

Not Supported

Not Supported

Supported

AESE 10.5

Not Supported

Not Supported

Not Supported

Not Supported

Supported

ESE11.1

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

AESE 11.1

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported
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RHEL 6.5

RHEL 6.6

RHEL 6.7

RHEL 6.8

RHEL 6.9

RHEL 7.0

RHEL 7.1

RHEL 7.2

RHEL 7.3

RHEL 7.4

RHEL 7.5

RHEL 7.6

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported
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Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

& Db2 11.1 Developer Edition has been certified on RHEL 6.7

Db2 on Advanced Interactive eXecutive (AlX)

Supported DBMS Version

Supported OS Version

AIX 6.1

AIX7.1

AIX7.2

ESE 10.5

Not Supported

Supported

Supported

AESE 10.5

Not Supported

Supported

Supported

ESE11.1

N/A

Supported

Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

AESE 11.1

N/A

Supported

Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported
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Data Source Certifications

+ Legal Notice

+ Goals
« Certification Expectations:

» Data Sources

» Cadence for Data Source Database Version Changes

» Cadence for Operating System Version Changes

« Appendix
» Product Lifecycle of Oracle Related DB/OS Vendors:
« Product Lifecycle of SQL Server related DB/OS vendors:
» Product Lifecycle of SAP ASE related DB/OS vendors:
» Footnote 1: Update Version Terminology

Legal Notice

IMPORTANT: The policies outlined in this document are subject to change. The policies and timelines are provided
as rough estimates when certifications of interoperability/connectivity with third-party products may be completed
and are subject to whether such interoperability/connectivity is part of the Delphix product roadmap and support
policy and should not be regarded as a commitment.

Speak with Delphix Product Management if you need more specific information or are unsure of these policies.

Goals
The goal of this certification cadence is to maintain a cadence for certifications of new software releases.
The objectives are:

1. Tosetreasonable expectations for our organization and customers regarding how and when we will address
certifications

2. Todefine an intended timeframe for certification of new data sources versions and operating systems
versions to maintain an up-to-date support matrix

Certification Expectations:

Please note that certification only covers previously supported functionality of the Delphix Engine. Any new
features and functionality introduced in the database or operating system (DB/OS) will be tracked through the
regular release planning and roadmap process and considered as features/functionality/fixes.

Specifically, the following paths exist with varying delivery timeline commitments, in the following priority order:

1. Security Response Policy: In case security issues are discovered in a certain DB and/or OS version, we will
follow our security response policy, which supersedes the goals described in this document.

2. Certifications: As described in the document.

3. Roadmap Features: No policies outlined. This follows the regular roadmap planning process.

Data Sources

This documentation currently applies only to the following data source integrations:

« Oracle
« SQL Server
o SAP ASE
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Cadence for Data Source Database Version Changes

Release Type Certification Details Goal
A new version of a database with all Certification with all supported 8 months from new version GA
currently supported operating systems  operating systems date

Cadence for Operating System Version Changes

Release Type Certification Details Goal

A new major operating system version  Certification with all supported 6 months from new version GA
with all currently supported databases  versions of the database date

A new update* operating system Certification with all supported 4 months from new version GA
version with all currently supported versions of the database date

databases

*Terminology for an ‘update’ version varies across operating systems. See the Appendix for more information.
Appendix

Product Lifecycle of Oracle Related DB/OS Vendors:

Software Product Lifecycle Notes

Oracle Database Link 12.1is Oracle Enterprise Edition (EE)
Red Hat Enterprise Linux Link

Solaris (x86 and SPARC) Link

SUSE Linux (SLES) Link

IBM AIX Link

HP-UX Link

Product Lifecycle of SQL Server related DB/OS vendors:

Software Product Lifecycle Notes

Microsoft SQL Server Link
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Microsoft Windows

Link

Product Lifecycle of SAP ASE related DB/OS vendors:

Software

SAP ASE

Red Hat Enterprise Linux

Solaris (x86 and SPARC)

SUSE Linux (SLES)

IBM AIX
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Product Lifecycle Notes

Link

Link

Link

Link

Link

Footnote 1: Update Version Terminology

Operating System releases typically include updated versions, the terminology for which varies depending on the
vendor. Below are the various operating systems which we support, as well as the terminology for updates to use

with the document above.

Vendor

Red Hat Enterprise Linux

Solaris (x86 and SPARC)

SUSE Linux (SLES)

Update Version Terminology

Update version

Update release

Service Pack (SP) release

Definition

Installed on top of major releases to provide
larger-scale point-release updates via Red Hat
Network, after initial installation via traditional
methods (PXE, DVD, etc.).

Update release number. The update release
number for this Oracle Solaris release. The
update value is 0 for the first customer
shipment of an Oracle Solaris release, 1 for the
first update of that release, 2 for the second
update of that release, and so forth.

Service Packs are minor updates and
enhancements, usually with security fixes, that
are applied to the major version of the OS.
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IBM AIX

HP-UX

Windows

Service Pack (SP) release

Patch release

New Release (R) version or
Service Pack (SP) release
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ATechnology Level (TL) gives new features,
while an SP contains fixes for problems that are
critical and can't wait until the next TL. Service
Packs are limited to minimal corrections that
don't change the way things work or add any
new functionality.

Patch sets are groups of patches that should be
installed to support common HPE products
and sub-systems.

A service pack (SP) is a collection of updates
and fixes, called patches, for an operating
system or a software program. Many of these
patches are often released before a larger
service pack, but the service pack allows for an
easy, single installation.
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Virtualization Platform Matrix
Legend

Color

Delphix Features with Data Platforms

Not Supported

Not Applicable
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This section describes the Delphix features we support for each data platform.

Delphix Feature Oracle

10
g

Envir Manual
onme environment

nt discovery
Mana
eme
Et Automated
environment
discovery
Hostchecker

Environment
monitor

Linki Load from

ng/ existing
Synci  backup
ng
Incremental
snapshots

SQL Server SAP ASE
20 20 20 20 20 15 15 15 16
05 08 12 16 17 .0 5 g

3
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Resumable
syncs for
initial load

dSource
LogSync

Linking
clustered
source
databases

Validated
Syncon
snapshot

Validated
Sync,
continuous

Load from
alternate
sources

VDB LogSync

Source
Continuity

Handling of
source DB
upgrades

Handling of
non-logged
changes
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Provi
sionin
g

V2P

VDB on VDB

VDB refresh
and rewind

Provisioning
clustered
VDBs

VDB
migration

VDB
upgrades
outside of
Delphix

Automated
VDB
upgrades
with Delphix

Database
config
parameters
for VDBs

Path-
mapping

Basic V2P
data export

V2P over DSP

Multi
filesystem
V2P

Resumable
V2P
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Data Platform Features
This section describes the data platform-specific features we support for each use case within Delphix.
*Non-multitenant TDE support does not apply to vPDBs.

*Oracle databases can have some tables that are HCC-enabled and some that are not; Delphix can ingest a
database with HCC-enabled tables and can successfully provision a VDB. The caveat to this is that attempts to read
data from the HCC-enabled tables on a provisioned VDB will fail. This happens because Oracle requires the backing
storage to be fully supported for HCC, but uncompressed tables can be used as expected with non-HCC tables.
Please note that Oracle only recommends HCC for tables or partitions with little to no DML operations. Another
possible solution is creating hook operations to uncompress the HCC-enabled tables/partitions to access the data,
this method is outlined in a Delphix Community post.

Oracle
Platform Feature Oracle
10g 11g 12c

dSource Linking Single Instance

CDB with PDB Multi-Tenant

CDB with Application Container PDB
dSource Level based backups
SnapSync

SCN based backups

Physical Standby

Active Dataguard

ASM

RAC

TDE (non-multitenant)*

HCC

Exadata
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dSource LogSync

VDB
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RAC

ASMFS

Native FS

Physical Standby

Single Instance

RAC

Application Container

*This support does not apply to vPDBs.

SQL Server

Delphix Feature

Linking and
Syncing

Backup Software

SQL Server

2005 2008 2012

Linking from clustered sources

Full and bulk-logged mode support

Simple mode support

Filestreams

Full textcatalogs

Availability groups

Native backups

Litespeed SQL Server backups

Red Gate SQL Backup Pro

NetBackup

2016 2017
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Provisioning

SAP ASE

Delphix Feature

Linking and
Syncing

Provisioning
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Commvault

Clustered VDBs

Availability Groups

SAP ASE

15.0.3 15.5

Linking from clustered sources

Linking from ASE replication server

Full mode support

Truncate log on checkpoint support

Native backups

NetBackup

Clustered VDBs

VDB LogSync

15.7 16
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vFile Matrix

& Delphix Support Policies specifically list Major and Minor release coverage. If a minor release is listed as
covered, then all patch releases under that minor release are certified.

Unix Environments
Red Hat Enterprise Linux (RHEL)

Delphix AppData Version (x86_64) 6.0+

Supported OS Version

RHEL 5.5 Supported
RHEL 5.6 Supported
RHEL 5.7 Supported
RHEL 5.8 Supported
RHEL 5.9 Supported
RHEL 5.10 Supported
RHEL 5.11 Supported
RHEL 6.0 Supported
RHEL 6.1 Supported
RHEL 6.2 Supported
RHEL 6.3 Supported
RHEL 6.4 Supported
RHEL 6.5 Supported
RHEL 6.6 Supported
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RHEL 6.7 Supported
RHEL 6.8 Supported
RHEL 6.9 Supported
RHEL 6.10 Supported
RHEL 7.0 Supported
RHEL 7.1 Supported
RHEL 7.2 Supported
RHEL 7.3 Supported
RHEL 7.4 Supported
RHEL 7.5 Supported
RHEL 7.6 Supported
RHEL 7.7 Supported
RHEL 7.8 Supported
RHEL 8.0 Supported

Oracle Enterprise Linux

Delphix AppData Version (x86_64) 6.0+

Supported OS Version

Oracle Enterprise Linux 5.5 Supported
Oracle Enterprise Linux 5.6 Supported
Oracle Enterprise Linux 5.7 Supported
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Oracle Enterprise Linux 5.8 Supported
Oracle Enterprise Linux 5.9 Supported
Oracle Enterprise Linux 5.10 Supported
Oracle Enterprise Linux 5.11 Supported
Oracle Enterprise Linux 6.0 Supported
Oracle Enterprise Linux 6.1 Supported
Oracle Enterprise Linux 6.2 Supported
Oracle Enterprise Linux 6.3 Supported
Oracle Enterprise Linux 6.4 Supported
Oracle Enterprise Linux 6.5 Supported
Oracle Enterprise Linux 6.6 Supported
Oracle Enterprise Linux 6.7 Supported
Oracle Enterprise Linux 6.8 Supported
Oracle Enterprise Linux 6.9 Supported
Oracle Enterprise Linux 6.10 Supported
Oracle Enterprise Linux 7.0 Supported
Oracle Enterprise Linux 7.1 Supported
Oracle Enterprise Linux 7.2 Supported
Oracle Enterprise Linux 7.3 Supported
Oracle Enterprise Linux 7.4 Supported
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Oracle Enterprise Linux 7.5 Supported
Oracle Enterprise Linux 7.6 Supported
Oracle Enterprise Linux 7.7 Supported
Oracle Enterprise Linux 7.8 Supported
Oracle Enterprise Linux 8.0 Supported

SUSE Linux Enterprise Server (SLES)

Delphix AppData Version 6.0+

Supported OS Version (x86_64)

SLES 11 Supported
SLES 11 SP1 Supported
Solaris
Delphix AppData Version 6.0.+

Supported OS Version (SPARC x86_64)

Solaris 10 Supported
Solaris 11 Supported
AlIX
Solaris
Delphix AppData Version 6.0.+

Supported OS Version (Power)

AlX6.1 Supported

AIX7.1 Supported
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AIX 7.2 Supported
HP-UX
Solaris
Delphix AppData Version 6.0+

Supported OS Version (1A64)

HP-UX 11iv3 (11.31) Supported

Windows Environments

Delphix AppData Version 6.0+
Supported OS Version
Window Server 2012 Supported
Window Server 2012 R2 Supported
Window Server 2016 Supported
Window Server 2019 Supported
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Fixed Issues (6.0.x)

Release 6.0.0.0 Changes

Management Server Fixes

Bug Numer

DLPX-27433

DLPX-33998

DLPX-40094

DLPX-43215

DLPX-48712

DLPX-48280

DLPX-53996

DLPX-54740

DLPX-55282

DLPX-55598

DLPX-55829

DLPX-55958

Description

The analytics GUI network graph shows newly added NIC information without requiring a
management service restart.

If you add a hook script via the CLI, newlines are removed erroneously.

Correctly set the default type for the parameters to all operations in the CLI according to the
container type.

Exclude sybsecurity from the list of auto-discovered databases.

Java 6 packages are no longer included in the product image.

When a user is set with the Provisioner role the 'provision' button does not appear, meaning
anyone set with this role only is unable to provision VDBs.

The Delphix Engine does not provide instructions to browsers to avoid caching HTTP responses
(pages).

Ensure Windows mount points are always unmounted as part VDB refreshes to prevent future
VDB refreshes from failing due to "ERROR_ASSIGN_MOUNTPATH: failed to assign mount path
for disk <dsik_number> at <mount_path>, error -2147024751".

In environments where the vPDB has been provisioned using a Delphix provisioned virtual CDB,
shutting down the virtual PDB causes it to get into an incorrect "Cannot monitor" state, this has
now been fixed to show the correct "Stopped" state.

Fixed an issue where vPDB refresh/rollback triggers spurious vCDB restart jobs, after
vPDB+vCDB auto-restart.

Validated Sync can fail when monitoring ASE backup servers started by using the $DSLISTEN
environment variable instead of the "-S" argument. This can be worked around by accessing
SDSLISTEN in the RUN_xxxxx script and pass it down as -S.

VDBs with no snapshots failed to re-enable after a Delphix Engine upgrade, this has now been
fixed.
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Bug Numer

DLPX-57454

DLPX-58519

DLPX-58760

DLPX-58845

DLPX-59772

DLPX-60356

DLPX-60603

DLPX-60907

DLPX-60979

DLPX-60993

DLPX-62094

DLPX-62241

DLPX-62781

DLPX-62892

DLPX-62962
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Description

Display underlying ssh error when environment host connections fail.

Enable Oracle LiveSource when LiveSource is in RESYNC_NEEDED state currently re-start Oracle
Redo Apply. Oracle Redo Apply should not be restarted in this state.

Fixed a TCP port leak in the network throughput test feature.

Provisioning vFiles to the same host using different OS Environment Users no longer fails.

The API to list all snapshots consumes a significant amount of memory when there are more
than 100,000 snapshots on the engine.

Fixed an issue where Oracle remote listener registration fails if set to empty string.

Network settings dialog now displays actual MTU value rather than a checkbox.

Fixed an issue where the Environment Monitor on Redhat 6.9 and 6.10 might throw unidentified
version errors.

When user configures connection strings manually, these connect strings can end up
connecting to incorrect PDBs/CDBs causing invalid snapshots. Verify that each connection to a
PDB/CDB connects to the expected PDB/CDB.

Delphix backups create controlfile records; in rare circumstances, these records can cause
invalid snapshots. To avoid this problem, remove Delphix backups control file records when
using SCN-based SnapSyncs once a SnapSync completes successfully.

Allow certificates to expire after issuer certificate expiration.

Reduce SSH connections by temporarily preserving and reusing existing Delphix<->host
connections where possible.

Spurious job event "DISCOVERED_TO_MANUAL_ORACLE_CLUSTER_NODES" no longer shows
up for non-Oracle RAC environment refreshes.

In Oracle versions 18c and 19¢, an Oracle bug can prevent the datafile headers from being
updated for a standby database when managed recovery is running, resulting in failed
SnapSync operations. Alert the user that an Oracle patch might be needed.

Removed unneeded EMPTY_RENEGOTIATION cipher
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Bug Numer

DLPX-62998

DLPX-63469

DLPX-63600

DLPX-64641

DLPX-64711

DLPX-66020

DLPX-67299

Delphix OS Fixes

Bug Number

DLPX-57384

Masking Fixes

Bug
Number

DLPX-42385

DLPX-47004

DLPX-47662

DLPX-52151

DLPX-55478
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Description

Fixed an issue where stale file mounts may be leftover when vPDB provision fails.

Initial setup now fails if the system was not provisioned with enough storage.

Network settings dialog now displays actual MTU value rather than a checkbox.

Fixed an issue where the last snapshot of a vPDB Timeflow can be deleted after the vPDB has
been disabled, thus leaving the vPDB in a state with no provisionable snapshots.

Allow provisioning to complete when source CDB includes PDBs in a broken state.

Provision should remove files present in datafile filesystem that are not part of the database
when provisioning a VDB from a VDB.

ASE environment discovery will not fail if there is a mismatch of "dataserver name argument"”
and value of "@@servername".

Description

Fixed a system hang caused by a deadlock in ZFS.

Description

Added a job execution event with information on how to resolve an Oracle deadlock error
(ORA-00060), see https://www.delphix.com/masking-help/knowledge-base/KBA1853.

Added a job execution event with information on how to resolve an Oracle snapshot too old
error (ORA-01555), see https://www.delphix.com/masking-help/knowledge-base/KBA1827.

Test connector detects that a file/mainframe connector targets a single file instead of a
directory and fails.

Fixed copy rule set to prevent leading/trailing spaces in a new rule set's name.

Correctly display file patterns, including escape characters, throughout the user interface.
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Bug
Number

DLPX-55739

DLPX-58958

DLPX-59060

DLPX-59111

DLPX-59807

DLPX-60200

DLPX-61630

DLPX-62214

DLPX-62593

DLPX-63365

DLPX-63706

DLPX-64691

DLPX-64707

DLPX-65274

DLPX-65314

DLPX-65632
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Description

Fixed the disable constraint feature to support an Oracle constraint (a) created by a different
database user than the Masking job's database user and (b) using a validation setting of "NOT
VALIDATED".

Added support for LDAPS (LDAP over TLS/SSL).

Attach the correct PDF report to all job execution emails.

When editing a large rule set in the GUI, do not reset to the first page after editing and saving a
modification to a rule set component.

If a failure occurs during job generation, do not attempt to execute the job.

When uploading an SSH key, return an error if the name contains one of the following restricted
characters: \ (backslash), ; (semi-colon), % (percent), ? (question mark), or : (colon).

Improved the performance for appending new mapping values to a mapping algorithm.

Fixed PDF report download URLs.

Fixed creation of a PDF audit report on the Audit tab of the user interface.

Removed leading/trailing spaces from Masking object names on upgrade. For naming rules, see
the Getting Started > Naming Requirements section in the documentation.

Fixed the XML file inventory GUI to show an algorithm edit button for a tag with the same name
as its parent.

Added support in the user interface for Cobol copybooks with a redefine condition at level 01.

Improved the file record types user interface to (a) remove the unnecessary length input and (b)
clarify that the qualifier may be a regular expression.

Improved the performance of the copy environment feature.

Fixed an issue in the copy environment feature that removed file format assignments from the
source environment.

Fixed an issue in the segment mapping algorithm that caused duplicate mappings if a minimum
value was specified for the real values range.
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Bug Description
Number

DLPX-65860  For mainframe file masking, add support for a redefine condition on a field name that contains a
- (dash) followed by a digit.

DLPX-65866 Fixed an issue with the rule set GUI when displaying table names longer than 50 multi-byte
characters.
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Known Issues

Release 6.0.0.0

Key

DLPX-60
397

DLPX-60
947

DLPX-61
079

DLPX-61
405

DLPX-64
493

DLPX-65
215

DLPX-66
155

DLPX-66
259

DLPX-66
860

Summary

If a mapping algorithm is included in multiple
jobs, only one job should be run at a time. If
multiple jobs are run at the same time, then
the mapping algorithm might contain
multiple mappings to the same value or the
jobs might deadlock.

Self-Service template with replica VDB is not
updated with new Timeflow on incremental
replication update

Certificate import validation may incorrectly
reject a root CA certificate

Masking operation should wait for zfs delete
queue to drain

V5 API /roles endpoint missing certain items

Hotfix file needs to be read more frequently
by stack

Failed DSP engine test leads to multiple
blocked client.jar processes on target hosts.

Rollback button text should be changed to
something more appropriate

ADFS does not like NamelDPolicy sent by SSO
app
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Workaround

Only run one job at a time.

The latest replica VDB data can still be accessed by
doing a Self-Service container Refresh, rather than
a point-in-time restore from the template.

Support must manually import the certificate into
the truststore.

Replication may send more data than expected if
masking involves dropping large DBF files.

View and set these privileges through the GUI

After hotfix installation, restart the management
service to ensure its inclusion in the list of installed
hotfixes.

Restarting a Delphix Engine during a network
throughput test is not recommended as it may lead
to a system hang.

The "rollback" button on the environment
resilience screen acts to "cancel upgrade" rather
than rollback.

Create an explicit rule in ADFS that transforms
the {{emailAddress}} attribute into a {{nameid}}.
The rule type must be "Transform an incoming
claim". The incoming claim type must be "Email
address" and the outgoing claim type "Name ID".
The nameid format must be "Email address".
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Key Summary Workaround
DLPX-66 Date format is changed after importing the Either (a) use the GUIl import feature and then
973 environment review the imported date formats for correctness

or (b) use EngineSync to export/import jobs, which
will not alter the date format.
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Migration and Compatibility
This section covers the following topics:

+ Upgrade Matrix

» Supported DB2 Versions and Operating Systems

» Supported Oracle DBMS Versions and Operating Systems for Source and Target Environments
» Supported SAP ASE Versions and Operating Systems

« Supported SQL Server Versions, Operating Systems, and Backup Software

» Tested Browser Configuration Matrix
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Upgrade Matrix

6.0 Upgrade Matrix

Self-service upgrades to Delphix Engine 6.0.0.0 from 5.3.6.0 is restricted. Please check with Delphix Support before
performing the upgrade.

6.0.0.0
5.3.5.0 and prior
5.3.6.0
Key:

Color Supported? VDB Downtime Required? !
No N/A
Yes Required
Yes Not Required
Yes Optional 2

1. VDB Downtime is caused by a reboot of the Delphix Engine when DelphixOS is modified by an upgrade.
2. VDB Downtime may be optional for an upgrade when a release contains DelphixOS changes that are also
optional.

ESXi Support

VMware Hardware Version 10 is only supported on ESXi 5.5 and above.
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Supported DB2 Versions and Operating Systems

Supported DBMS Versions

« Db2 Enterprise Server Edition 10.5

« Db2 Advanced Enterprise Server Edition 10.5
« Db2 Enterprise Server Edition 11.1

« Db2 Advanced Enterprise Server Edition 11.1
« Db2 Developer Edition 11.1 (on RHEL 6.7)
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Supported Oracle DBMS Versions and Operating Systems for Source and Target Environments

@ Ssource and Target 0S and DBMS Compatibility

+ Source and Target must have the same major Oracle version and Edition (Enterprise/Standard). It is
recommended to also have the same minor versions and patches.
« If the minor version (specified with the second digit with Oracle version 18+, or the dated
patch level with Oracle version 12.2) or patches differ between the source and target, then a
plug-in violation will be received when opening the vPDB on the target, and will need to run
datapatch manually or via a hook to resolve it.
+ Source and Target operating systems must be compatible. E.g., AIX -> AIX, Solaris SPARC -> Solaris
SPARC, x86_64 Linux -> x86_64 Linux.
« In addition, x86_64 Solaris -> x86_64 Linux and x86_64 Linux -> x86_64 Solaris is supported.

& Oracle10.2.0.4

The Delphix Engine does not support Oracle 10.2.0.4 databases using Automatic Storage Management
(ASM) that do not have the patch set for Oracle Bug 7207932. This bug is fixed in patch set 10.2.0.4.2
onward.

Disclaimers and Support Notes

Due to some specific ExaCC platform characteristics, Delphix provides controlled support for the ExaCC platform,
which requires additional verification. Please contact your Delphix representative to start your qualification
process.

Delphix Support Policies specifically list major and minor release coverage. If a minor release is listed as covered,
all patch releases under that minor release are certified. Support applies to corresponding versions of Community
Enterprise Operating System (CentOS) / Oracle Linux (OL), 64-bit OS support only.

The Oracle version in the support matrix applies to both Oracle DB and Oracle Grid. Delphix supports the same set
of features and functionality for supported non-multitenant database versions. Currently, Delphix does not support
the Oracle 12c feature of THREADED_EXECUTION being set to TRUE, because this disables OS authentication.

Summary of Delphix features that are unsupported for the Oracle1l2c and higher Multi-tenant configuration:

« Existing Virtual Container Database (vCDB) as target for provisioning an additional vPDB
« Customize VDB settings/initialization parameters. Includes the following:
« Customize init.ora database parameter during provisioning
+ Configtemplates
+ Onlineredo log size
« Number of RAC VDB instances
+ Onlineredo log groups
+ Archive log mode
« Setting new DBID
+ Customize local listeners
« Virtual to Physical (V2P) Support
« ForvPDBs in non-virtual CDBs, automatic restart on target server reboot
+ Resumable initial SnapSync
« Validated Sync
« Source continuity for dSource upgraded from Oracle 12c non-multitenant to multitenant database
+ Cross-platform provisioning (XPP) to the virtual database
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« Oracle LiveSources

Color

Oracle Database Editions

Supported?

Yes

No

Not Applicable

Delphix supports the following Oracle database editions:

« Enterprise

« Standard

Red Hat Enterprise Linux (RHEL)

Supported
DBMS Version

Supported

0S Version

RHEL 5.5

RHEL 5.6

RHEL 5.7

RHEL 5.8

RHEL 5.9

RHEL 5.10

RHEL5.11

Oracle
10g

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Oracle
11gR1

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Oracle
11gR2

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d
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Oracle
12cR1

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Oracle

12cR2

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Oracle

18c

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Oracle

19c

N/A

N/A

N/A

N/A

N/A

N/A

N/A
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RHEL 6.0

RHEL 6.1

RHEL 6.2

RHEL 6.3

RHEL 6.4

RHEL 6.5

RHEL 6.6

RHEL 6.7

RHEL 6.8

RHEL 6.9

RHEL 6.10

RHEL 7.0

RHEL7.1

RHEL 7.2

RHEL 7.3

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d
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Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

N/A

N/A

N/A

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

N/A

N/A

N/A

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A
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RHEL 7.4

RHEL 7.5

RHEL 7.6

RHEL 7.7

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

SUSE Linux Enterprise Server (SLES)

Supporte
d

Supporte
d

Supporte
d

Supporte
d
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Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

a Support for SLES 15 requires installing the libncurses.5 library onto the host.

Supported DBMS
Version

Supported

0S Version

SLES 11

SLES 11 SP1

SLES 11 SP2

SLES 11 SP3

SLES 11 SP4

SLES 12

Oracle
10g

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Not

Supporte
d

N/A

Oracle
11gR1

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Not

Supporte
d

N/A

Oracle
11gR2

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Oracle
12cR1

N/A

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Oracle
12cR2

N/A

N/A

N/A

N/A

N/A

N/A

Oracle
18c

N/A

N/A

N/A

N/A

N/A

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Oracle
19c

N/A

N/A

N/A

N/A

N/A

N/A
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SLES 12 SP1

SLES 12 SP2

SLES 12 SP3

SLES 12 SP4

SLES 15

SLES 15 SP1

Solaris SPARC

Supported
DBMS Version

Supported
0S Version

Solaris 10 U9

Solaris 10
uio

Solaris 10
ull

Solaris 11

Solaris 11 U1

Solaris 11 U2

N/A

N/A

N/A

N/A

N/A

N/A

Oracle
10g

Support
ed

Support
ed

Support
ed

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Oracle
11gR1

Support
ed

Support
ed

Support
ed

N/A

N/A

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Not

Supporte
d

Not
Supporte
d

Oracle
11gR2

Supported

Supported

Supported

Supported

Supported

Supported
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Supporte
d

Supporte
d

Supporte
d

Supporte
d

Not

Supporte
d

Not
Supporte
d

Oracle
12¢cR1

N/A

Supported

Supported

Supported

Supported

Supported

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Not

Supporte
d

Oracle
12cR2

N/A

N/A

Not
supported

N/A

N/A

Supported

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Not

Supporte
d

Oracle
18c

N/A

N/A

Supported

N/A

N/A

Supported

N/A

N/A

Supporte

d

Supporte
d

Supporte
d
Supporte

d

Oracle
19¢

N/A

N/A

N/A

N/A

N/A

N/A
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Solaris 11 U3

Solaris 11 U4

Solaris x86

Supported
DBMS Version

Supported
0S Version

Solaris 10 U9

Solaris 10
u1o

Solaris 10
Ull

Solaris 11

Solaris 11 U1

Solaris 11 U2

Solaris 11 U3

Solaris 11 U4

Hewlett Packard Unix (HP-UX)

Supported
DBMS Version

N/A

N/A

Oracle
10g

Support
ed

Support
ed

Support
ed

N/A

N/A

N/A

N/A

N/A

Oracle
10g

N/A

N/A

Oracle
11gR1

Supporte
d

Supporte
d

Supporte
d

N/A

N/A

N/A

N/A

N/A

Oracle
11gR1

Supported

Supported

Oracle
11gR2

Supported

Supported

Supported

Supported

Supported

Supported

Not
Supported

Not
Supported

Oracle
11gR2
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Supported

Not

Supported

Oracle
12cR1

N/A

Supported

Supported

Supported

Supported

Supported

Supported

Not
Supported

Oracle
12cR1

Supported

Supported

Oracle
12cR2

N/A

N/A

N/A

N/A

N/A

Supported

Supported

Supported

Oracle
12cR2

Supported

Supported

Oracle
18c

N/A

N/A

Supported

N/A

N/A

Supported

Supported

Supported

Oracle
18c

Supported

Supported

Oracle 19c¢

N/A

N/A

N/A

N/A

N/A

N/A

Supported

Supported

Oracle
19¢
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Supported
0S Version

HP-UX
11.31

Supported  Supported

Advanced Interactive eXecutive (AlX)

Supported Oracle Oracle Oracle
DBMS Version 10g 11gR1 11gR2
Supported
0S Version
AlX6.1 Support Supporte  Supporte
ed d d
AIX7.1 N/A N/A Supporte
d
AIX 7.2 N/A N/A Supporte
d

Supported
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Supported

Oracle
12cR1

Supporte
d

Supporte
d

Supporte
d

Delphix supports all x86/x64 CPU environments for source and target.

& Required HP-UX patch for Target Servers

PHNE_37851 - resolves a known bug in HP-UX NFS client prior to HP-UX 11.31.

Supported

Oracle
12cR2

Not
Supporte
d

Supporte
d

Supporte
d

Not Not
Supported  Supported
Oracle 18c  Oracle 19c
Not N/A
Supported
Supported  Supported
Supported  Supported
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Supported SAP ASE Versions and Operating Systems

This topic describes supported operating systems and database versions for SAP ASE.

Supported DBMS Versions

« ASE15.0.3
+ ASE155
« ASE15.7
+ ASE16.0

Supported Operating Systems

@ Ssource and Target 0S and DBMS Compatibility

The source and target must be running the same DBMS/Operating System combination, (although users
can run different patch/sp levels) in order to successfully provision a VDB to the target. For example, if the
source is running SAP ASE 16, the target can be running ASE 16SP1. However, for ASE 15.7 the versions of
the source and target should both be in the 15.7 SP100 to 15.7 SP140 or 15.7 ESD#1 to 15.7 SP64 ranges.
There can be no mixing of versions between these two ranges. If the target is used as a staging server, the
same rule applies (prior to Delphix 5.2.5.0, the staging server had to match the source server's version
down to the SP level). The Operating System platform must be the same between the source and target,
even when the operating system version may differ. For example, if the source is running Red Hat
Enterprise Linux 6.2 x86_64 then the target could be running Red Hat Enterprise Linux 6.4 x86_64, but not
Solaris 10 SPARC.

ASE itself may or may not allow the MOUNT command to work between versions. Be sure to check that the
UNMOUNT and MOUNT commands work between your desired ASE versions.

So for example, if we upgraded the ASE staging instance to ASE 15.7 SP140 but we keep the ASE instance
hosting the VDBs at ASE 15.7 SP135, we would want to make sure that we can UNMOUNT a database from
ASE 15.7 SP140 and then MOUNT it on ASE 15.7 SP135:

isql -Usa -Psybase -SASE157SP140
1> UNMOUNT DATABASE testdb to "/tmp/manifest"
2> GO

isql -Usa -Psybase -S ASE157SP135

1> MOUNT DATABASE testdb from "/tmp/manifest"

2> go

Msg 14580, Level 16, State 1:

Server 'ASE157SP135', Line 1:

You cannot mount the database(s) because at least one database contains
functionality that is available only on the server on which it originated.

In the above example, ASE would not allow the database "testdb" to be mounted on the older release of
ASE.

Delphix supports all 64-bit OS environments for source and target.

& Required HP-UX patch for Target Servers
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PHNE_37851 - resolves a known bug in HP-UX NFS client prior to HP-UX 11.31.

Support Matrix

& 64-bit OS support only

Red Hat Enterprise Linux (RHEL)

Supported DBMS Version

Supported OS Version

RHEL 5.5

RHEL 5.6

RHEL 5.7

RHEL 5.8

RHEL 5.9

RHEL 5.10

RHEL5.11

RHEL 6.0

RHEL 6.1

RHEL 6.2

RHEL 6.3

RHEL 6.4

RHEL 6.5

RHEL 6.6

ASE 15.0.3

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

ASE 15.5

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

ASE 15.7

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

ASE 16

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Not Supported

Not Supported

Not Supported

Not Supported

Supported

Supported
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RHEL 6.7

RHEL 6.8

RHEL 6.9

RHEL 6.10

RHEL 7.0

RHEL 7.1

RHEL 7.2

RHEL 7.3

RHEL 7.4

RHEL 7.5

RHEL 7.6

RHEL 8.0

Supported

Supported

Supported

Supported

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

SUSE Linux Enterprise Server (SLES)

Supported DBMS Version

Supported OS Version

SLES 11

SLES 11 SP1

SLES 11 SP2

SLES 11 SP3

SLES 11 SP4

ASE 15.0.3

Supported

Supported

Supported

Supported

Supported
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Supported

Supported

Supported

Supported

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

ASE 15.5

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

N/A

ASE 15.7

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

Supported

ASE 16

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported
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SLES 12

SLES 12 SP1

SLES 12 SP2

SLES 12 SP3

SLES 12 SP4

Solaris SPARC

Supported DBMS Version

Supported OS Version

Solaris 10 U9

Solaris 10 U10

Solaris 10 U11

Solaris 11

Solaris 11 U1

Solaris 11 U2

Solaris 11 U3

Solaris 11 U4

Solaris x86

Supported DBMS Version

Supported OS
Version

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 15.0.3

Supported

Supported

Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 15.0.3
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Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 15.5

Supported

Supported

Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 15.5

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 15.7

Supported

Supported

Supported

Not Supported

Not Supported

Not Supported

Supported

Not Supported

ASE 15.7

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 16

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

Not Supported

ASE 16
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Hewlett Packard Unix (HP-UX)

Solaris 10 U9

Solaris 10 U10

Solaris 10 U11

Solaris 11

Solaris 11 Ul

Solaris 11 U2

Solaris 11 U3

Solaris 11 U4

Supported DBMS Version

Supported OS Version

HP-UX 11.31

Supported

Supported

N/A

N/A

N/A

N/A

N/A

N/A

ASE 15.0.3

Not Supported

Advanced Interactive eXecutive (AIX)

Supported DBMS Version

Supported OS Version

AIX6.1

AIX7.1

AlIX7.2

ASE 15.0.3

Supported

Not Supported

Not Supported
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Supported

Supported

N/A

N/A

N/A

N/A

N/A

N/A

ASE 15.5

Not Supported

ASE 15.5

Not Supported

Not Supported

Not Supported

ASE 15.7

Not Supported

ASE 15.7

Supported

Supported

Supported

Supported Not Supported
Supported Not Supported
Supported Not Supported
Supported Supported
Supported Supported
Supported Supported
Supported Supported
Not Supported Not Supported
ASE 16
Not Supported
ASE 16
Not Supported
Not Supported
Supported
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Supported SQL Server Versions, Operating Systems, and Backup Software

& Delphix only supports 64-bit operating systems.

Windows Server

SQL Server SQL SQL Server  SQL Server SQL Server  SQL Server

Supported DBMS 2008 Server 2008 2012 2014 2016 2017
Version R2

Supported OS

Version

Windows Supported  Supported Supported Supported N/A N/A

Server 2008

Windows Supported  Supported Supported Supported N/A N/A

Server 2008

SP2

Windows Supported Supported Supported Supported N/A N/A

Server 2008 R2

Windows Supported Supported Supported Supported N/A N/A

Server 2008 R2

SP1

Windows Supported Supported Supported Supported Supported Supported

Server 2012

Windows Supported Supported Supported Supported Supported Supported

Server 2012 R2

Windows N/A N/A Supported Supported Supported Supported

Server 2016

Windows N/A N/A Supported Supported Supported Supported

Server 2017

Windows N/A N/A N/A N/A Supported Supported

Server 2019
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Tested Browser Configuration Matrix

This topic describes the Web browsers and operating systems that have been tested for use with the Delphix
Management application.

The following table lists the supported browsers and operating systems.

(01 Browsers

Windows 10 Internet Explorer 11.x, Firefox, Chrome
Windows 8.1 Internet Explorer 11.x, Firefox, Chrome
Windows 7 Internet Explorer 11.x, Firefox, Chrome
Mac OS X Firefox, Chrome

& Delphix supports the latest version of Firefox and Chrome as well as the immediate prior version.

© Compatibility view settings are not supported in Internet Explorer, as this feature is intended to be
compatible with legacy Web applications.
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Deprecated and Removed Features

Release 6.0.0

Deprecated Features

In this release the following features were deprecated:

Removed Virtualization Features: A few features will be removed with the 6.0 release. If these features are
in use, the upgrade will not proceed.

Cross Platform Provisioning (XPP)
AIX 6.1 Technology Levels 0-6 and AIX 7.1 Technology Levels 0-2 for Environments
Windows Server 2008 for Environments

& Windows Server 2008 will not have an upgrade blocker.

Removed Masking Features: Please note that Excel files can still be masked by first converting them to one
of Delphix’s supported file types (CSV, etc). Also, XML CLOBs can be masked by extracting their values into a
table (example - using extractValue in Oracle).

Native XML CLOB masking: After upgrade, columns masked as XML CLOBs will have the NULL SL algorithm
assigned.

DB29.1, 9.5, and other 9.x versions of LUW & Z/0S

“Create target” job option: After upgrade jobs using “create target” will be removed.

“Bulk data” job option: After upgrade, jobs using “bulk data” will be turned into non-bulk data jobs.
Native Microsoft Excel Masking: After upgrade, MS Excel connectors, rulesets and jobs will be removed.
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Licenses and Notices

The Delphix Dynamic Data Platform includes licensed, third-party products from the following companies. These
products are copyrighted and all rights are reserved by the respective companies:

+ Highcharts, © Highsoft

The Delphix Masking engine includes licensed, third-party products from the following companies. These products
are copyrighted and all rights are reserved by the respective companies:

« Kendo Ul, © Telerik

Delphix software includes open source software components (see our licenses file of such third party open source
components on our software download site for details). Access to the source code of such third party open source
components may be permitted or required in certain instances under the applicable open source licenses by
sending an email to open-source@delphix.com.
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Data Source Integration (Plugin) Release Notes

Please refer to https://docs.delphix.com/display/DOCS537/Data+Source+tintegration+
%28Plugin%29+Release+Notes for previous release notes.
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Overview of Data Virtualization
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Delphix Engine Overview

What is Delphix?

Delphix is a data management platform that provides the ability to securely copy and share datasets. Using
virtualization, you will ingest your data sources and create virtual data copies, which are full read-write capable
database instances that use a small fraction of the resources a normal database copy would require.

Overview

The Delphix Engine links to source physical databases via standard APIs and asks the source databases to send
copies of their entire file and log blocks to it. The copy of the source database stored in the Delphix Engine, along
with all incremental updates, is referred to as the dSource in Delphix terminology.

After the initial loading, the Delphix Engine maintains synchronization with source databases based on a user-
defined policy. Once linked, Delphix maintains a Timeflow of the source database - a record of snapshots and log
changes. From any time within that Timeflow, a virtual database (referred to in Delphix terminology as a VDB) can
be instantly provisioned from the Delphix Engine. VDBs are served from the shared storage footprint of the dSource
database Timeflow, so no additional storage is required.

Multiple VDBs can be provisioned from any point in time in a Timeflow, down to the second. Once provisioned, a
VDB is an independent, read-write database, and changes made to the VDB by users or applications are written to
new, compressed blocks in Delphix storage. VDBs can be provisioned from other VDBs, and the data within VDBs
refreshed from its parent VDB or dSource.

Related Topics

+ Getting Started with Data Sources
+ Glossary of Major Delphix Concepts
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Getting Started with Data Sources

Delphix enables agile data management, but our users first need to learn how to use our platform. Learn more
about what data management looks like and how Delphix fits into the bigger picture. The following sections link to
the Getting Started section of our Datasets category. This category also has explanations of other components of
the Delphix platform, such as environments and policies.

Getting Started Outline

« Managing Environments and Hosts

« Managing Data Sources and Syncing Data

+ Provisioning and Managing Virtual Databases

» Hook Scripts for Automation and Customization
« Policies for Scheduled Jobs

Managing Data Sources and Syncing Data

This section explains how to manage your data sources and create dSources. It hopes to answer questions such as:
when you link a database, what happens? How does Delphix stay in sync with changes to a data source, and is there
any impact to that source?

Learn about how we link to your data sources to enable fast and secure data management.

Provisioning and Managing Virtual Databases

This section details the virtual database (VDB) functionality and explains how you can create, manage, and utilize
these data objects. This section will address questions such as: what is a virtual database, what makes them virtual?
What does it mean to provision?

Learn all about the objects we create and refer to as virtual databases or VDBs.

Related Topics

« Managing Environments and Hosts

« Managing Data Sources and Syncing Data

+ Provisioning and Managing Virtual Databases

» Hook Scripts for Automation and Customization
« Policies for Scheduled Jobs
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Delphix Product Information

Product Overview

The Delphix Engine is delivered and maintained as a closed virtual software appliance. Like all virtual appliances,
the Delphix Engine is a tightly-integrated combination of a special-purpose operating system and business logic. A
single-engine can be configured for data virtualization or data masking.

The product is delivered as a closed appliance because there are dependencies between software components
within the virtual appliance, which require end-to-end testing. As such, we do not provide administrative access to
the operating system for any reason, including to install software, make customizations, or perform security scans.
More details about the administrative model will be provided in later sections of this document.

Product Packaging

The Delphix Engine is delivered and maintained as a virtual software appliance. The mode of product delivery is
dependent on the hosting hypervisor platform described in the table below:

Hypervisor Platform Delivery Vehicle Notes
VMware ESXi OVAimage
Amazon AWS EC2 AMIimage Manual deployment to EC2
Amazon AWS EC2 Guest Machine Appliance Amazon Marketplace
Microsoft Azure Guest Machine Appliance Azure Marketplace
Google Cloud Platform Guest Machine Appliance
HyperV Hyper image

Product Updates, Upgrades, and Versions

Regardless of the initial packaging used to deploy the Delphix Engine, updates are supplied as a single upgrade
image of the new release, and the same image can be used for any prior release from which an upgrade is
supported. This upgrade image delivers a completely new appliance, including both the operating system and
business logic components.

The upgrade process retains prior configuration and customer data such that no data or configuration is lost during
the upgrade process. The upgrade process retains a copy of the previous version of the components for automatic
recovery in case an upgrade fails. Installed versions older than the prior version are automatically deleted during
the upgrade.

Delphix characterizes software as Major Release, Minor Release, and Maintenance Release in the Delphix Support
Policies. These release types indicate the level of feature addition and change. For example, a Major Release may
introduce significant new features, interface changes, and many bug fixes. A Maintenance Release or Patch Release
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may deliver only a small number of bug fixes and no feature additions. In any case, each release delivers a complete
upgrade image of the appliance.

There is no component patching of the Delphix Engine; fixes are delivered in new versions of the software as a new
software appliance. There is no management of patches involved, and each Delphix Engine version is a consistent,
tested virtual appliance.

Product Administration

Administration of the Delphix Engine is effected through product interfaces only. These interfaces provide for the
proper configuration and testing of customer infrastructure components, such as network addresses, storage,
Domain Name Service (DNS) servers, authentication servers (LDAP), etc. The interfaces also control the business
logic and control of the overall platform, including how customer data is used and provisioned by the system.

Although the special-purpose operating system may be accessed by Delphix Support and Engineering personnel for
the purpose of diagnostics and problem remediation, there are no customer-accessible interfaces at the operating-
system level. Customers are not provided access to the underlying operating system nor can any custom software
be installed on the appliance.

Product Customization

The product has several endpoints allowing customization for improved integration with customer environments,
local business workflow requirements, and alternative data sources.

Interface Functional Area Description

Data Plugins Data Virtualization Delivered by Delphix Services or Integration
partners. These plugins allow for supporting
additional data types including both structured
and unstructured data.

Privilege Elevation Profiles Data Virtualization Delivered by Delphix Services or Integration
Partners. These customizations allow for the use
of privilege mechanisms other than sudo on Linux
and Unix target environments. Sudo is the product
default.

Hook Scripts Data Virtualization These customer-managed scripts allow for custom
business logic to be applied to Oracle and SQL
Server data sources and virtual databases. The
scripts are not integrated into the appliance but
are referenced and invoked by the product during
data operations.

Custom Algorithms Data Masking Delivered by Delphix Services or Integration
Partners. Custom algorithms provide specialized
data transformations to secure or anonymize
sensitive data.

In addition to these endpoints, Delphix provides a robust set of application programming interfaces (APIs) that
enable business automation and fully-integrated data operations into client workflows.
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Related Topics
+ Delphix Product Security
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Glossary of Major Delphix Concepts

This glossary is your guide to exploring Delphix terms and definitions.

Products
Term Explanation
Delphix Virtualization The Delphix product to deliver data on-demand to application
developers and testers.
Delphix Masking The Delphix product to identify sensitive data and replace it with

realistic but fictitious data.

Functional Product Components

Term Explanation

Delphix Management The user interface for Delphix administrators to configure the
product

Delphix Self-Service The user interface designed specifically for project teams,

application developers and testers.

Delphix Virtualization Engine Terms

Delphix Virtualization Concepts

Term Explanation

Blocks or data blocks Relational Database Management System (RDBMS) databases are based
on files containing data blocks on disk. These are then backed up and
restored with traditional database tools or virtualized with Delphix.

Dataset A generic term for data in Delphix Virtualization. This can refer to sources
or copies of data across any file/database.
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Data source

dSource

Delphix Connector

Environment

Hooks

HostChecker

Replication
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The set of data, typically a database, that you would like to create copies
of. Data sources serve as the base from which you will create virtual
copies. The source may be a database, a cluster of databases or a file
system.

Not to be confused with a dSource, which is a virtualized, compressed
duplicate of this database. (See below.)

A database that the Delphix Virtualization Engine uses to create and
update virtual copies of your database. As a virtualized representation of
your source data, it cannot be managed, manipulated, or examined by
database tools. Because dSources are simply sourced data, you must
provision a VDB in order to distribute/clone/test the data being pulled in.
VDBs can also later be refreshed from the same or other points in time
synced from the dSource.

A service that runs on a Windows host and enables communication
between the Delphix Virtualization Engine and the Windows Target
Environment where it is installed.

The server and software required to run a data set. For example, a Linux
system running Postgres. This may either be an individual instance, or a
cluster like Oracle RAC.

Environments can either be a source (where data comes from), staging
(where data are prepared/masked) or target (where data are delivered
and used by developers and testers).

Mechanisms by which Delphix can run scripts or call external processes
during common Delphix operations. For example, running a particular
script during every VDB provision.

A standalone program that validates that environments are configured
correctly before the Delphix Virtualization Engine uses them for syncing
from data sources or provisioning VDBs.

HostChecker should run before adding any Environment to your Delphix
Virtualization Engine. It is available to download from the HostChecker
subfolder at download.delphix.com.

Replication enables creating a copy of specific data sets on a second
Delphix Virtualization Engine. This is used both for disaster recovery
purposes as well as scale-out. Replication is configured on a source
engine and the data are moved to a secondary engine. The source engine
then sends incremental updates manually or according to a schedule.
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Snapshots

SnapSync

LogSync

Validated Sync

Timeflow

Unstructured files

Virtual Database (VDB)

Virtual dataset

V2P
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Snapshots represent the state of a dataset at a specific moment in time.
Snapshots are created from policies or are generated by manual creation.
Snapshots allow you to choose a point in time from which to provision,
refresh, or rollback.

If you have LogSync enabled, you can provision refresh or rollback from a
point in time between the snapshots endpoints.

Note: Point in time provisioning is also dependent on log retention.

The standard process for importing data from a source into the Delphix
Virtualization Engine. An initial SnapSync is performed to create a
dSource on the Delphix Virtualization Engine. Incremental SnapSyncs are
performed to provide additional points in time to the dSource on the
Delphix Virtualization Engine.

This feature enables the ingestion and retention of more granular (log-
based) source change data. This more granular change data allows for
VDB point-in-time provision, refresh, or rollback.

The process that runs on a staging database on within a Staging
Environment which executes database cleanup and preparation. This is
recommended and results in faster and more predictable provisions and
refreshes, and which executes either before a snapshot is taken (SQL
Server) or after a snapshot is taken (Oracle).

The collection of snapshots for a particular data set. Virtual databases can
be provisioned from any snapshots in a Timeflow.

Data stored in a filesystem that is not part of a database Unstructured
files can consist of anything from a simple directory to the root of a
complex application like Oracle E-Business Suite. Like with other data
types, you can configure a dSource to sync periodically with a set of
unstructured files external to the Delphix Virtualization Engine.

A database provisioned from either a dSource or another VDB which is a
full read/write copy of the source data. A VDB is created and managed by
the Delphix Virtualization Engine.

A comprehensive term that includes VDBs and virtualized files.

Shorthand for “Virtual-to-Physical Provisioning”. This refers to the
process of moving a dataset from Delphix back to a full-size database.
This can be used in DR purposes or as part of a final performance test,
matching the production systems.
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Dataset Operations

The terms below describe actions you can perform on a Delphix Virtualization Engine.

Term

Link

Mask

Migrating a VDB

Provision

Refresh

Rewind

Explanation

The process of establishing a relationship between a data source and the
Delphix Virtualization Engine. After linking a data source, the Delphix
Virtualization Engine can import data periodically and manage it as it
evolves over time. In the user interface, this accomplished via "Add

dSource."

Masking replaces sensitive data with fictitious data in non-prod
environments (such as VDBs). It provides realistic data with which to work
while reducing security risks. For more details about masking, see Masking

Terms below.

Moving a VDB to a new Target Environment.

Create a new VDB from a dSource or VDB.

Refreshing a VDB will re-provision it from the dSource. As with the normal
provisioning process, you can choose to refresh the VDB from a Snapshot or
a specific point in time. Refreshing a VDB will delete any changes that have
been made to the VDB prior to the refresh operation; you are essentially
resetting it to the state you select during the refresh process.

Rewinding a VDB rolls it back to a previous point in its Timeflow. The VDB
will no longer contain changes that occurred after the rewind point.

Delphix Virtualization Users and Privileges

Object

Reader

Provisioner

User Privileges

Access statistics on the dSource, VDB, or
Snapshot such as usage, history, and space
consumption

+ Access statistics on the dSource, VDB, or
Snapshot such as usage, history, and space
consumption

+ Provision VDBs from owned dSources and
VDBs

Group Privileges

Access statistics on all dSources,
VDBs, or Snapshots in the group such
as usage, history, and space
consumption

« Access statistics on all dSources,
VDBs, or Snapshots in the group
such as usage, history, and space
consumption

« Provision VDBs from all dSources
and VDBs in the group
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Owner

Data operator

Administrator

sysadmin
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« Provision VDBs from owned dSources and « Provision VDBs from all dSources
VDBs and VDBs in the group

« Perform Virtual to Physical (V2P) from « Refresh or Rollback all VDBs in the
owned dSources group

« Access the same statistics as a Reader « Snapshot all dSources and VDBs in

« Refresh or Rollback VDBs the group

« Take Snapshots of dSources and VDBs « Perform Virtual to Physical (V2P)

from owned dSources

« Apply custom policies to dSources
and VDBs

« Create template policies for the
group

+ Assign Owner privileges for
dSources and VDBs

« Access the same statistics as a
Provisioner, Data Operator, or

Reader
« Access statistics on the dSource, VDB, or « Access statistics on all dSources,
snapshot such as usage, history, and space VDBs, or snapshots in the group

consumption
« Refresh or rollback VDBs

such as usage, history, and space
consumption
« Refresh or rollback all VDBs in the

group

Manage all data objects: dSources, virtual Has privileges over all objects and
databases (VDBs), users, groups, and related users.

policies and resources." The “admin’

user

manages the Delphix Virtualization Engine using
either the browser-based Delphix Management
application or the Command Line Interface

(CLI).

Can perform typical system administration Has privileges for storage, upgrades,
duties such as: modifying NTP, SNMP, SMTP network, etc.

settings; managing storage; downloading

support logs for the Delphix Virtualization

Engine, and performing upgrades and patches.

The sysadmin user launches the initial Delphix

Setup configuration application and has access

to the Command Line Interface (CLI).

Types of Notification

Type

Notification
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Alert

Fault
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Completion of some action in the Delphix Virtualization Engine. Examples include user-
initiated tasks such as snapshots or VDB provisioning, policy-based tasks, and
background monitoring and maintenance tasks.

Caused by a single event on a Delphix Virtualization Engine. Also known as a System
Event, and viewable through the System Event Viewer. Examples include warnings on
source/target environment settings, recoverable errors, or incorrect connection
settings.

Alert Levels: Informational, Warning, Critical

A persistent event on a Delphix Virtualization Engine that remains until the issue is
resolved. The fault may be marked resolved automatically or require that it be resolved
manually. Selecting to Ignore a fault will also ignore future faults of that exact type
against the same object.

System faults describe states and configurations that may negatively impact the
functionality of the Delphix Virtualization Engine and which can only be resolved
through active user intervention.

Examples: Delphix Virtualization Engine storage failure, communication failures
between the Delphix Virtualization Engine and a source or target environment/host

Fault Levels: Warning, Critical

Delphix Self-Service Terms

Term

Administrator

Bookmark

Explanation

Has full access to all report data and can configure and administer
Delphix Self-Service. Additionally, can use the Delphix Virtualization
Engine to:

+ add/delete reports

« add/delete users

+ change tunable settings

+ add/delete tags

+ create and assign data templates and containers

A logical reference to a point in time on a branch. You can useitasa
point from which to fork new branches. It can also be the target of
policies - for example, you can arrange to keep this bookmark for two
years.

Bookmarks are a way to mark and name a particular moment of data on
a timeline. You can restore the active branch's timeline to the moment of
data marked with a bookmark. You can also share bookmarks with other
Delphix Self-Service users, which allows them to restore their own active
branches to the moment of data in your container. The data represented
by a bookmark is protected and will not be deleted until the bookmark is
deleted.
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Branch group/target group

Branch timeline

Data container

Data template

Data User
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Branches are task-specific groupings you can create within a data
container. A branch is used to track a logical task and contains a timeline
of the historical data for that task. As you work within your data
container, you can create more branches overtime to run or complete
separate tasks.

Branches represent a logical sequence of activity, separate from the
underlying data lineage. This is the main conceptintroduced in the core
engine and forms the basis of many higher-level primitives. Branches:

+ Can have only one timeline active at any time
+ Can be user-visible (e.g. exported to a user target) or implementation
(e.g. just a staging source to run a series of transformations)

A collection of multiple Branches that are treated as a single entity. The
system can determine compatibility automatically, or a template can be
used to create more complex orchestration.

A dynamic point-in-time interface for user actions within the Branch.
Common activities include re-setting Data Sources to run a test,
refreshing the Data Container with the most current source data, and
bookmarking data to share or track interesting moments of time along
the branch timeline.

Consists of one or more Data Sources, such as databases, application
binaries, or other application data. Allows users to:

+ Undo any changes to their application data in seconds or minutes

« Have immediate access to any version of their data over the course of
their project

+ Share their data with other people on their team, without needing to
relinquish control of their own container

+ Refresh their data from production data without waiting for an
overworked DBA

Created by the Delphix Administrator, data templates consist of the data
sources users need in order to manage their data playground and their
testing and/or development environments. Data templates serve as the
parent for a set of data containers that the administrator assigns to
Delphix Self-Service users. Additionally, data templates enforce the
boundaries for how data is shared. Data can only be shared directly with
other users whose containers were created from the same parent data
template.

Delphix Self-Service data users have access to production data provided
in a data container. The data container provides these users with a
playground in which to work with data using the Self-Service Toolbar.
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Related Topics

+ Delphix Engine Overview
« Getting Started with Data Sources
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Product Icon Reference

This topic illustrates the icons that appear on dSources and virtual databases (VDBs) in the Delphix Engine graphic
user interface and describes the meaning of each, along with tips for clearing those that represent errors.

Icon Description

? Environment
% Host
Cluster

i)) dSource

VDB

vFiles

B
@ Masked VDB
[]

Live Source

Universal control for adding, creating users and objects

+ O

Provision a Virtual Database (VDB)

=

Refresh a VDB

Take a snapshot

2 P Q

Rewind or roll back a VDB to a point in time

rl Copy Virtual Database to a physical database (V2P)
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Icon Description
a Open Log Sync to create a dataset from a point in time
Y Filter control to narrow the results in a list view

> Toggle to expand the current state
v Toggle to collapse current state
® Timeflow view selector

There is a warning fault associated with the dataset

A Thereis a critical fault associated with the dataset

Related Topics

+ Delphix Engine Overview
+ Getting Started with Data Sources
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Deployment

= unknown macro: 'navbox’
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Standard Deployment Architecture

At a high level, Delphix Virtualization works to efficiently ingest data off of a source host by creating a compressed
copy of that data, called a dSource, on the Delphix Engine. From there, the Delphix Engine can easily create multiple
virtual databases (VDBs) on a target host with a marginal increase in storage. At the highest level, that is how
Delphix Virtualization functions. From an architecture perspective, a few more details are required to explain how
an engine interacts with customer infrastructure.

Delphix Architecture - Infrastructure Level

Targer! Mgl

NFS

d!m: Contana:
ﬂ
C-enr.rallzed Stora

Architectural diagram of a common Delphix deployment (configurations vary depending on RDBMS platforms)

On an infrastructure level, Delphix Virtualization relies on a Source, Staging, and Target Hosts in addition to the
Delphix Engine all requiring specific compute requirements (outlined in the platform-specific requirements
section). Storage Requirements, like compute, vary by host type and are outlined in subsequent sections. Staging

and Target host storage is provided from the Delphix Engine which is mounted over the network similar to any
Target host (NFS/iSCSI).

Related Topics

» Deployment
» Checklist of Information Required for Installation and Configuration
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Checklist of Information Required for Installation and Configuration

This topic describes the information that is required for the initial installation and configuration of the Delphix
Engine.

(@ The attached InstallWorkbooks list all the values you need to capture, as well as sample values. Choose
the workbook for your hypervisor.
In addition to required values, the InstallWorkbooks also list useful data to document as part of the
installation.

InstallWorkbook AWS
InstallWorkbook VMware

InstallWorkbook Azure

Hypervisor Specific Options

As a virtual appliance, Delphix supports a number of different hypervisors and configurations. Your choice of
hypervisor and network configuration determines what data you need to gather for the first step in the installation
of Delphix.

Attribute Sample Data Used with the following Hypervisor Options

VMware with Static IP VMware with DHCP AWS Az

ure

Name mydelphix1 * * * *
Gateway IP 192.168.0.1 * * * *
Root Volume 300G * * * *
Size
ESX Hostname  thx1138 * *
Domain mydomain.com * * *
DNS server 10.80.1.1, * * *
IP(s), comma- 10.80.1.2
separated
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Attribute

Static IP and
Subnet Mask in
CIDR Notation

Number of
vSCSI
Controllers

VMDK/RDMs
and Sizes

Virtual Private
Cloud (VPC)
Name

Subnet

Auto-assign
Public IP

EC2 instance
type

Security
Groups

Root Volume
Type

Number of EBS
volumes

Size of EBS
volumes

Type of EBS
volumes

Sample Data

172.16.180.130/2
4

SAN 03-3TB,
SANO04-3 TB,
SANO5-3 TB &
SANO06-3 TB

vpc-673822a23

subnet-748391e2
6

disable

r3.8xlarge

sg-78sdg99879,

$g-8798s77009

Magnetic

500G

Provisioned IOPS
SSD

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Used with the following Hypervisor Options

*
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Attribute Sample Data Used with the following Hypervisor Options

IOPS set on 5,000 *
each volume

Encryption on TRUE *

EBS volumes

Virtual *
Network (vnet)

Subnet *

Network *
Interface w/
Static Public IP

VM Size Example: D8s_v3 *

Network *

Security Group

0OS Disk 300 GB - *
Premium SSD

Data Disks Premium SSDs *

Optional Information Required for Initial Configuration

Class Attribute Sample Data
Time NTP Servers (Highly Recommended) 172.16.180.10,172.16.180.11
Timezone US/Pacific

Serviceability (Highly

Recommended)
Enable Phone Home? (Highly Yes
Recommended)
Web Proxy Server IP Address 192.168.1.200
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Class

Authentication (Highly
Recommended)
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Attribute

Web Proxy Server Port

Web Proxy Server Username (If
Required)

Web Proxy Server Password (If
Required)

Enable SMTP Server (Highly
Recommended)

SMTP Server IP Address

SMTP Server Port Number

SMTP Server From Email Address

SMTP Server User (Optional)

SMTP Server Password (Optional)

SMTP Use TLS Authentication?
(Optional, Default=No)

SMTP Send Timeout (Optional,
Default=60)

LDAP Server IP Address

LDAP Server Port

Protect LDAP traffic with SSL/TLS
(true | false)

LDAP SSL Authentication (SIMPLE |
DIGEST_MD5)

Sample Data

8080

user

Yes

192.168.22.22

25

delphix@hostname.mydomain.co
m

user

No

60

192.168.7.7

389 (636 for SSL)

false

SIMPLE
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Class Attribute

SNMP Integration

SNMP Server IP Address

SNMP Server Port

SNMP Community

SNMP Use INFORM Instead of TRAP

SNMP Severity Level
(INFORMATIONAL, WARNING,
CRITICAL)

Splunk Integration (Highly

Recommended)
Splunk Server IP address
Splunk Server HEC Port Number
Splunk HEC Token
Index Name for Events
Index Name for Metrics

ADMIN
Email Address

SYSADMIN

Email Address

Related Topics

« Standard Deployment Architecture
+ Deployment

Sample Data

192.168.77.156

162

mycommunity

false

CRITICAL

192.168.8.8

8088

12345678-1234-1234-1234-123456
7890AB

delphix_events

delphix_metrics

ul2345@mydomain.com

ul2345@mydomain.com
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Deployment for VMware

The Delphix Engine is a virtual appliance that runs in a hypervisor. In this section, you’ll find requirements to run
Delphix on VMware including supported versions and instance configurations as well as recommended
configuration parameters for optimal performance.

The Delphix Engine is intensive both from a network and a storage perspective. If the Delphix Engine competes with
other virtual machines on the same host for resources it will result in increased latency for all operations. As such, it
is crucial that your ESXi host is not over-subscribed, as this eliminates the possibility of a lack of resources for the
Delphix Engine. This includes allowing a percentage of CPU resources for the hypervisor itself as it can de-schedule
an entire VM if the hypervisor is needed for managing 10 or compute resources.

This section has the following topics:

« Supported ESX Versions

« Virtual CPU Count

+ Memory

+ Network

+ SCSI Controller

+ General Storage

+ Delphix VM Configuration Storage

« Delphix Engine System Disk Storage

« Database Storage

« Additional VMware Configuration Notes

Supported ESX Versions

VMware Hardware Version 10 is only supported on ESXi 5.5 and above.

Requirements Notes
« VMware ESX/ESXi 6.7 U3 « More recent versions of VMware are preferred, such as
« VMware ESX/ESXi 6.5 U1, U3 ESX/ESXi 6.0-6.7

« VMware ESX/ESXi 6.0
« VMware ESX/ESXi 5.5

& faminorrelease version is listed as supported, then all patch releases applicable to that minor release are
certified.

Virtual CPUs

Requirements Notes
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8 vCPUs

Never allocate all available physical CPUs to
virtual machines

Memory

Requirements

128 GB vVRAM (recommended)
64GB VRAM (minimum)

Never allocate all the available physical memory to
virtual machines.
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« CPU resource shortfalls can occur both on an over-
committed host as well as competition for host
resources during high 10 utilization.

« CPU reservations are strongly recommended for the
Delphix VM so that Delphix is guaranteed the full
complement of vCPUs even when resources are
overcommitted.

+ Itis suggested to use a single core per socket unless
there are specific requirements for other VMs on the
same ESXi host.

« CPU for the ESXi Server to perform hypervisor activities
must be set aside before assigning vCPUs to Delphix
and other VMs.

« We recommend that a minimum of 8-10% of the CPUs
available are reserved for hypervisor operation. (e.g. 12
vCPUs on a 128 vCore system).

Notes

+ The Delphix Engine uses its memory to cache
database blocks. More memory will provide better
read performance.

« Memory reservations is required for the Delphix VM.
The performance of the Delphix Engine will be
significantly impacted by the over-commitment of
memory resources in the ESX Server.

+ Reservations ensure that the Delphix Engine will not
be forced to swap pages during times of memory
pressure on the host. A swapped page will require
orders of magnitude more time to be brought back to
physical memory from the ESXi swap device.

+ The default ESX minimum free memory requirement
is 6% of the total RAM. When free memory falls below
6%, ESX starts swapping out the Delphix guest
0S. Delphix recommends leaving about 8-10% free to
avoid swapping.

+ For example, when running on an ESX Host with
512GB of physical memory, no more than 470GB
(92%) should be allocated to the Delphix VM (and all
other VMs on that host).
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Memory for the ESX Server to perform hypervisor

activities must be set aside before assigning
memory to Delphix and other VMs.

Network

Requirements

The ova is pre-configured to use one virtual
ethernet adapter of type VMXNET 3.

A 10GbE NIC in the ESX Server is recommended.

If the network load in the ESX Server hosting the
Delphix engine VM is high, dedicate one or more
physical NICs to the Delphix Engine.

SCSI Controller

Requirements Notes
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Failure to ensure sufficient memory for the host can result
in a hard memory state for all VMs on the host which will
resultin a block for memory allocations.

Notes

+ Jumbo frames are highly recommended to reduce

CPU utilization, decrease latency and increase
network throughput. (typically 10-20% throughput
improvement)

If additional virtual network adapters are desired,
they should also be of type VMXNET 3.

For VMs having only gigabit networks, it is possible to
aggregate several physical 1GbE NICs together to
increase network bandwidth (but not necessarily to
reduce latency). Refer to the VMware Knowledge
Base article NIC Teaming in ESXi and ESX. However, it
is not recommended to aggregate NICs in the Delphix
Engine VM.

Adding NICs only works if VMs are discovered using
different interfaces. The NFS/iSCSI mounts will only
use the network associated with the discovery.

See General Network and Connectivity Requirements
for information about specific port configurations,
and Network Performance ConfigurationOptions

for information about network performance tuning
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LSI Logic Parallel When adding virtual disks make sure that they are evenly distributing the
load across the maximum of 4 virtual SCSI controllers. Spreading the disks
across available SCSI controllers evenly will ensure optimal 10
performance from the disks. For example, a VM with 4 SCSI controllers and
8 virtual disks should distribute the disks across the controllers as follows:

disk0 = SCSI(0:0) - System Disk on Controller 0 Port 0

(ignore for purposes of load balancing)

diskl = SCSI(0:1) - Data Disk on Controller 0 Port 1
disk2 = SCSI(1:1) - Data Disk on Controller 1 Port 1
disk3 = SCSI(2:1) - Data Disk on Controller 2 Port 1
disk4 = SCSI(3:1) - Data Disk on Controller 3 Port 1
disk1 =SCSI(0:2) - Data Disk on Controller 0 Port 2
disk2 = SCSI(1:2) - Data Disk on Controller 1 Port 2
disk3 = SCSI(2:2) - Data Disk on Controller 2 Port 2

disk4 = SCSI(3:2) - Data Disk on Controller 3 Port 2

Note: For load purposes, we generally focus on the DB storage and ignore
the controller placement of the system disk.

General Storage

@ VMware offers options for disk storage, which include "Independent - Persistent" and "Independent - Non-
g
persistent". The non-persistent setting is catastrophic to the Delphix platform when the VM reboots, thus,
Independent - Persistent is required for installation.

Requirements Notes
Storage used for Delphix must be For example, using RAID levels with data protection features, or
provisioned from storage that provides equivalent technology.

data protection. The Delphix engine product does not protect against data loss

originating at the hypervisor or SAN layers.

For more information refer to, Optimal Storage Configuration
Parameters for the Delphix Engine.
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Delphix Storage Options
There are three types of data that Delphix stores on disk, which are:

1. Delphix VM Configuration Storage: stores data related to the configuration of the Delphix VM. VM
Configuration Storage includes the VMware ESX configuration data as well as log files.

2. Delphix Engine System Disk Storage: stores data related to the Delphix Engine system data, such as the
Delphix .ova settings.

3. Database Storage: stores data used by Delphix objects such as dSources and virtual

databases (VDBs).

Delphix VM Configuration Storage

The Delphix VM configuration should be stored in a VMFS volume (often called a "datastore").

Requirements Notes

The VMFS volume should have enough available If a memory reservation is not enabled for the Delphix
space to hold all ESX configuration and log files Engine (in violation of memory requirements stated
associated with the Delphix Engine. above), then space for a paging area equal to the Delphix

Engine's VM memory must be added to the VMFS volume
containing the Delphix VM configuration data.

Delphix Engine System Disk Storage

The VMFS volume must be located on shared storage in order to use vMotion and HA features.

Requirements Notes
The Delphix Engine system disk should be » The VMDK for the Delphix Engine System Disk Storage is
stored in a VMDK. often created in the same VMFS volume as the Delphix VM

definition. In that case, the datastore must have sufficient
space to hold the Delphix VM Configuration, the VDMK for
the system disk, and a paging area if a memory reservation
was not enabled for the Delphix Engine.

The Delphix .ova file is configured for a + The VMFS volume where the .ova is deployed should,
127GB system drive. therefore, have at least 127GB of free space prior to
deploying the .ova.

Database Storage

Shared storage is required in order to use vMotion and HA features. In addition to making sure the latest VMware
patches have been applied, check with your hardware vendor for updates specific to your hardware configuration.
VMDKs (Virtual Machine Disks) or RDMs (Raw Device Mappings) operating in virtual compatibility mode can be used
for database storage.

Requirements Notes
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A minimum of 4 VMDKs or RDMs should be allocated
for database storage.

If using VMDKs:

« Each VMDK should be the only VMDK in its VMFS
volume

+ The VMFS volumes should be assigned to
dedicated physical LUNs on redundant storage.

+ The VMDKs should be created with the Thick
Provision Lazy Zeroed option.

The quantity and size of VDMKs or RDMs assigned
must be identical across all 4 controllers

The physical LUNs used for VMFS volumes and RDMs
should be of the same type in terms of performance
characteristics such as latency, RPMs, and RAID
level.

The physical LUNs used for VMFS volumes can be
thin-provisioned in the storage array.

For best performance, the LUNs used for RDMs
should not be thin-provisioned in the storage array
but should be thick-provisioned with a size equal to
the amount of storage that will be initially allocated
to the Delphix Engine. The RDM can be expanded in
the future when more storage is needed.
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Allocating a minimum of 4 VMDKs or RDMs for
database storage enables the Delphix File System
(DXFS) to make sure that its file systems are always
consistent on disk without additional serialization.
This also enables the Delphix Engine to achieve
higher 1/0 rates by queueing more I/0 operations to
its storage.

Provisioning VMDKs from isolated VMFS volumes on
dedicated physical LUNs:

Reduces contention for the underlying physical LUNs
Eliminates contention for locks on the VMFS volumes
from other VMs and/or the ESX Server Console
Enables higher availability of the Delphix VM by
allowing vSphere to vMotion the VM to a different
ESX host in the event of a failure of the Delphix ESX
host

If the underlying storage array allocates physical
LUNSs by carving them from RAID groups, the LUNs
should be allocated from different RAID groups. This
eliminates contention for the underlying disks in the
RAID groups as the Delphix engine distributes 10
across its storage devices.

The total number of disk drives that comprise the set
of physical LUNs should be capable of providing the
desired aggregate I/0 throughput (MB/sec) and IOPS
(Input/Output Operations per Second) for all virtual
databases that will be hosted by the Delphix Engine.

If the storage array allocates physical LUNs from
storage pools comprising dozens of disk drives, the
LUNs should be distributed evenly across the
available pools.

Using thin-provisioned LUNs in the storage array for
VMFS volumes can be useful if you anticipate adding
storage to the Delphix engine in the future. In this
case, the LUNs should be thin-provisioned with a size
larger than the amount of storage that will be
initially allocated to the Delphix Engine. When you
want to add more storage to the Delphix engine, use
vSphere to expand the size of the VMDKs. Be sure to
specify that the additional storage is also thick-
provisioned and eager-zeroed.

In addition to making sure the latest VMware patches have been applied, check with your hardware vendor for

updates specific to your hardware configuration.
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Additional VMware Configuration Notes

+ Running Delphix inside of vSphere is supported.
+ Using vMotion on a Delphix VM is supported.
« Device passthrough is not supported.

Procedure to Install an OVA

2l Unknown macro: ‘includeplus’

Related Topics

« Optimal Storage Configuration Parameters for the Delphix Engine
+ Architecture Checklist

+ General Network and Connectivity Requirements

« Deployment
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Deployment for AWS EC2

This topic covers the virtual machine requirements, including memory and data storage, for the deployment of the
Delphix Engine on Amazon EC2 (Elastic Cloud Compute) or EC2 on GovCloud.

This section covers the following topics:

+ Instance Types

+ Network Configuration

« EBS Configuration

+ General Storage Configuration

« Additional AWS Configuration Notes

Once you understand the requirements listed on this page, you should view the next pages on AWS EC2
deployment:

» Prerequisites to Deploying in AWS
» Procedure for Deploying in AWS

Instance Types

The following is a list of instance types that are supported to deploy Delphix on AWS EC2. Delphix periodically
certifies new instance types, which will be added to the list here.

Requirements Notes
Large Memory Instances (preferred) + The Delphix Engine most closely resembles a storage appliance
and performs best when provisioned using a storage-
+ rd.2xlarge

optimized instance type.

: :322:2:2: « Largerinstance types provifje more CPU, which can.prevent

. r3.2xlarge resource shortfalls under hlgh I/O throughput co.nd|t|ons. .

. r3.4xlarge « Largerinstances also provide more memory, which the Delphix
) Engine uses to cache database blocks. More memory will

+ r3.8xlarge

provide better read performance.
High I/O Instances

« i3.2xlarge
« i3.4xlarge
+ i3.8xlarge

Network Configuration

Requirements Notes

Virtual Private Cloud + You must deploy the Delphix Engine and all of the source and
target environments in a VPC network to ensure that private IP
addresses are static and do not change when you restart
instances.

« When adding environments to the Delphix Engine, you must use
the host's VPC (static private) IP addresses.
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Static Public IP + The EC2 Delphix instance must be launched with a static IP
address; however, the default behavior for VPC instances is to
launch with a dynamic public IP address - which can change
whenever you restart the instance. If you're using a public IP
address for your Delphix Engine, static IP addresses can only be
achieved by using assigned AWS Elastic IP Addresses.

Security Group Configuration + The default security group will only open port 22 for SSH access.
You must modify the security group to allow access to all of the
networking ports used by the Delphix Engine and the various
source and target engines.

+ See Network Performance Configuration Options for information
about network performance tuning.

« See General Network and Connectivity Requirements for
information about specific port configurations.

Enhanced Networking It is recommended to enable Enhanced Networking, for more
information view Enhanced Networking on Linux.

EBS Configuration

Deploying Delphix on AWS EC2 requires EBS provisioned IOPS volumes. Since EBS volumes are connected to EC2
instances via the network, other network activity on the instance can affect throughput to EBS volumes. EBS
optimized instances provide guaranteed throughput to EBS volumes and are required to provide consistent and
predictable storage performance.

Requirements Notes

EBS Provisioned IOPS Volumes « Delphix does not support the use of instance store volumes.

« Use EBS volumes with provisioned IOPs in order to provide
consistent and predictable performance. The number of
provisioned IOPs depends on the estimated 10 workload on
the Delphix Engine.

« Provisioned IOPs volumes must be configured with a
volume size of at least 30 GiB times the number of
provisioned IOPs. For example, for a provisioned volume of
3000 I0Ps, you would need at least 100 GiB since the volume
required is at least thirty times the provisioned IOP.

« 1/0 requests of up to 256 kilobytes (KB) are counted as a
single 1/0 operation (IOP) for provisioned IOPs volumes.
Each volume can be configured for up to 4,000 IOPs.

Note: All attached storage devices must be
EBS volumes

General Storage Configuration

Requirements Notes

Deployment- 117


http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/elastic-ip-addresses-eip.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/enhanced-networking.html

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

+ Allocate initial storage equal to the size of « For high redo rates and/or high DB change rates,
the physical source database storage. allocate an additional 10-20 %.

+ Add storage when storage capacity « Add new storage by provisioning new volumes of the
approaches 30% free. same size.

« This enables the Delphix File System (DxFS) to make
sure that its file systems are always consistent on disk
without additional serialization. This also enables the
Delphix Engine to achieve higher 1/0 rates by queueing
more |/O operations to its storage.

EBS Volume Size and Count This enables the Delphix File System (DxFS) to make sure
that its file systems are always consistent on disk without
additional serialization. This also enables the Delphix
Engine to achieve higher 1/0 rates by queueing more I/O
operations to its storage.

+ Keep all EBS volumes the same size.
Maximize Delphix Engine RAM for a larger
system cache to service reads

+ Use at least 4 EBS volumes to maximize
performance.

Additional AWS Configuration Notes

+ Using storage other than EBS is not supported.
+ Limits on the number of volumes are dictated by the EBS instance type, and is generally advised that over 40
can be expected to cause issue on Linux VMs. More information can be found in the AWS Volume Limits
and AWS Volume Constraints articles. The maximum device limit imposed by AWS can be handled by the
Delphix Engine.
« The use of the local SSDs attached to i2 instance types is not supported.
« Using fast storage for EBS volumes is supported and recommended, including (in order of decreasing
speed):
« Provisioned IOPS (iol) volumes (recommended)
+ General Purpose SSD (gp2) volumes (supported)
+ Throughput Optimized HDD (st1) volumes (supported)
« Cold HDD (sc1) volumes (not supported due to poor performance)
+ Magnetic (standard) volumes (supported, but use stl instead where possible)
«+ Use of EBS volumes encrypted at creation is supported (during initial deployment from AMI, as well as
storage devices added post-deployment), but can have negative performance consequences. Conversion of
existing EBS volumes is possible in AWS but is not supported in Delphix at this time.

Procedure to Install an AMI
Use the Delphix-supplied AMI file to install the Delphix Engine.

1. On the Delphix download site, click the AMI you would like to share and accept the Delphix License
agreement. Alternatively, follow a link given by your Delphix solutions architect.
2. Onthe Amazon Web Services Account Details form presented:
a. Enter your AWS Account Identifier, which can be found here: https://console.aws.amazon.com/
billing/home?#/account. If you want to use the GovCloud AWS Region, be sure to enter the ID for the
AWS Account which has GovCloud enabled.
b. Select which AWS Region you would like the AMI to be shared in. If you would like the AMI shared in a
different region, contact your Delphix account representative to make the proper arrangements.
3. Click Share.
The Delphix Engine will appear in your list of AMIs in AWS momentarily.
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Related Topics

+ General Network and Connectivity Requirements
» Network Performance Configuration Options
 Configuration
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Prerequisites to Deploying in AWS

It is best if you have experience launching and configuring EC2 instances within your AWS environment. Read below
for specific tasks to complete before deployment.

Before deploying the Delphix Engine for AWS:

1. Review Checklist of Information Required for Installation and Configuration.

2. Make sure that the Amazon account you are using to deploy your Delphix Engine has an appropriate level of
enablement to subscribe to the Delphix Engine for AWS subscription.

3. Determine which virtual private cloud (VPC) you will use when launching the virtualization instance. To
maximize performance, deploy the Delphix Engine instance in the same VPC/subnet in which you will create
your virtual databases (VDBs).

(@ Provisioning a VDB requires a compute instance running the same database engine as the source.
Please note, however, that the target instance only needs storage to accommodate the OS,
database platform binaries, etc., because Delphix delivers all of the data files.

4. Make sure that the necessary ports are open.

(@ Using the Delphix Engine for AWS will require connections to source and target database servers.
Such connections require various ports to be open, enabling communications. For a detailed list of
the network and port requirements, click the link appropriate to your database platform:

» Network and Connectivity Requirements for Oracle Environments

» Network and Connectivity Requirements for SQL Server Environments

» Network and Connectivity Requirements for SAP ASE Base Environments
» Network and Connectivity Requirements for Db2 Environments

5. Update Security Group settings to accommodate the necessary connections.

a. Select the same Security Group that your current (or future) non-production EC2 compute nodes
utilize.

b. You must modify the Security Group to allow access to all of the networking ports used by the
Delphix Engine and the various source and target platforms. See links above for information about
specific port configurations.

6. Allocate storage.

a. To properly size the initial storage capacity and determine the number and size of EBS Provisioned
IOPs Volumes required, download and utilize the Delphix-Dynamic-Data-Platform-Storage-
Calculator.

@ 1tis helpful to first create a list of the data sources from which you intend to make dSources.
A data source is typically a production database that you link to the Virtualization Engine,
enabling you to create virtual, full, read-write copies of the source within minutes. The list
should include the database's name, platform (for example, Oracle or SQL Server), current
size (in GB), the estimated number of virtual copies, and retention period (in days) of
snapshots (backup copies).

b. All data storage volumes must be EBS volumes. Allocate a minimum of four (4) EBS volumes to
accommodate storage capacity needs.
c. Provisioned IOPS EBS volumes are highly recommended.
7. During the Manual Deployment option, use the guidelines outlined in Virtual Machine Requirements for AWS
EC2 Platform.
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Geographic Distribution in Regions and Availability Zones

The latency will be directly related to not just the Availability Zone configuration, but more specifically the
geographies of those zones. The latencies can vary from tens to hundreds of milliseconds if the zones are
geographically diverse (US West to US East would certainly be expected to perform better than US West to Europe).
AWS advertises that all AZs in a given region are interconnected with high-bandwidth and low-latency networking
per this AWS article.

Applications that are performance-sensitive will benefit from colocating the target servers and Engine in the same
region if possible. Another possibility is building a failover strategy for those highly sensitive servers, enabling them
to failover to another AZ in the instance where an Engine needs to be failed over. The architecture selected and
geographies will also naturally be dependent on your redundancy requirements (your organization may require
geographically diverse failover options beyond the ~60 miles advertised within a region).

Related Topics

+ Deployment for AWS EC2
» Procedure for Deploying in AWS
» Checklist of Information Required for Installation and Configuration
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Procedure for Deploying in AWS
The following sections will detail how to:

+ Subscribe to the Delphix Virtualization Engine Marketplace Image
+ Launching the Delphix Engine
« Configuring the Delphix Engine

Subscribe to the Delphix Virtualization Engine Marketplace Image

1. Login to the AWS Console at https://aws.amazon.com/console.
2. Navigate to the AWS Marketplace.

3. Inthe Search field, enter Delphix.

4. Select the Delphix Dynamic Data Platform for AWS.
5. Review the information on the initial Marketplace page.

v aws marketplace AMI& Saas +
View Categories ~  Your Saved List Sell in AWS Marketplace Amazon Web Servi
D=L pPHIx DelphixDynamic Data Platform for AWS Continue to Subscribe
Sold by: Delphix Corp.  Latest Version: 5.2.2.0 (Marketplace) ‘ Save to List |
The Delphix Dynamic Data Platform allows data to be securely delivered to every stakeholder,
across on-premises, cloud and hybrid environments, at the speed required to enable rapid Typical Total Price
~ Show more $27.660/hr

; ; Total pricing per instance for services
Linux/Unix (0) hested on r3.8xlarge in US East (N.
Virginia). View Details

Overview Pricing Usage Support Reviews

Product Overview

The Delphix Dynamic Data Platform allows data to be securely delivered to every

stakeholder, across cloud, hybrid, and on-premises envirenments, at the speed H'\ghlights

required to enable rapid development and delivery of applications and solutions.

Delphix provides a comprehensive approach to DataOps, enabling companies to * Enterprise-class data virtualization with support for
easily deliver and secure data, wherever it exists. Delphix also accelerates and Oracle, SQL Server, ASE, SAP, Oracle EBS, and others.

eliminates key barriers to TB-size dataset cloud migrations and hybrid cloud

Provision full virtual copies of data in minutes for
deployments. application development, test data management, and

business intelligence.
The Delphix platform reduces data friction by providing a collaborative platform

for data operators (DBAs, InfoSec, and IT operations teams) and data consumers
(developers, QA, analysts and data scientists), ensuring that sensitive data is
secured and that the right data is available to the right people, when and where
they need it.

Snapshot data, rewind and recover from any point in
time for lightning fast test cycles, continuous data
protection, granular backup and recovery, and ensured
data integrity.

Fortune 100 companies - including leaders in banking, retail, healthcare,
technology, telecommunications, and insurance - use Delphix to drive significant
business results.

Before deploying Delphix, be sure to follow our Quick Start Guides and review
documentation. Join our online community at
https:/ fcommunity.delphix.com/delphix/ .

Contact us to learn about securing and masking sensitive data in AWS or
masking data on-premises before sending data to AWS. Also learn about the
Delphix Self-Service Interface, a portal for data consumers, and the Delphix

Management Interface, a central monitoring tool for your engines.

Version 5.2.2.0 (Marketplace)

Sold by Delphix Corp.

6. Click Continue to Subscribe.
7. Review the software subscription information and select the Manual Launch tab.
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8. Select Accept Software Terms.
Your subscription will take a few minutes to become enabled.

\=/awsmarketplace e

i, Soug et (Sign out) Four hncaust  Falp  Sedl on AR Marosiplaos

Slwzed Al Cirlirgi bed = m 0 Your Boftware

¥ Thank you for subscribing to Virtualization Engine
iast SUBSCF DN will Di ol in o lew
Sotwarn e MS hourhy uaage lees apply when Be retincs B nawing and will sppear on o monSily bl

Moot Stops: Ralated Links
= o will FBOBEE AN BMad DNOE WoF SUbSEApHGN comisnes ARIE Management Coraos
« O you v scaind Thi smad, you can cick the "Launch with ECZ Consol® buttons beltw and Your Softwane

Tobow B insinictiona $o fimeh on inskance of it softeons Conlirue shopping on AWS Markitkicn

= Mo e Es find and unch Thiss AMIE by sasnching for T AN D (shown Bsloa) in this
"Commurity AMia" tnb of tha EC2 Corsols Leunch Wizsrd, or lawnch with tha ECZ APis.

Mo S wiew This indanmation o Bl G by viRng e Your Softwans pags. For hol, e iep-By- proiucts in AWS: Sanvice Catakog
siip Instructions for lnunching Marketpiacs Ak rom the WS Consobs

Service Catalag

Colsi, fnin 8w st petanes B0 cbopley Mirkinglioe

Contach U || Pesvacy Praficy | AVE Sarr | Lagal | Sl on AWS Markstziace | Comany | visn
LEIT - E R

TR Asae e S aign, T O 08 ekt A g resarve]

An AMETSACOT. [Ompany

9. From the Subscription page, click Return to Product Page. There you will see Launch with EC2 Console
enabled in all of the available regions.

Launching the Delphix Engine

1. Inthe desired region, select Launch with EC2 Console.
Launching will direct you to the standard EC2 instance launch process.

2. Select the size of the virtual machine you want to deploy. For supported instance types and capabilities, see
Virtual Machine Requirements for AWS Platform.

w

Click Next: Configure Instance Details.

4. Configure instance details as follows:

—_—X .

3

~T@ w0 Q0T

Set the number of instances to 1.

Purchasing option - Leave Request Spot Instances unchecked.
Network - Select the VPC into which the instance will be deployed.
Subnet - Select the Subnet into which the instance will be deployed.
Auto-assign Public IP - Select Disable.

Placement group - Optional. The default is No placement group.
IAM Role - None

Shutdown behavior - Stop

Enable termination protection - Yes (select checkbox). This ensures that the Delphix Engine is not
accidentally terminated.

Monitoring - Optional

EBS-optimized instance - Yes (select checkbox)

Tenancy - Shared - Run a shared hardware instance

Network Interfaces - Eth0

(@ This option will not appear if you chose a default subnet. In this case, the first option below
will apply.
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i. Auto-assign (default if using DHCP)

ii. Enter staticIPin Primary IP field (recommended for consistency)
5. Click Next: Add Storage.
6. By default, the Delphix Virtualization instance includes a 150GB OS volume. Ensure that this volume is set as

a General Purpose SSD (GP2) type.

7. Using the Delphix Virtualization Engine Storage Calculator for AWS, enter information from your
predetermined inventory into the worksheet. This will automatically calculate the number, size, and IOPS
required for the EBS volumes.

Delphix Virtualization Engine - Storage Calculator for AWS Marketplace

Retention for Snapshots |

DB Name DB Type DB Source Size (GB) | Est. # of Virtual DBs (Days) Delphix Storage (GB) |
oradbl Oracle 2500 5 14 3000 |
sgldbl Ms-saL 1500 5 14 1800 |
sgldb2 MS-5QL 150 5 14 180 |
0 |

0 1

|

Totals 4150 4980 |
# of EBS Volumes 4 |
Size per Volume 1250 |
IOPspervolume | | 1000 . i

In the above example, there are three (3) source databases listed with their current sizes. Each is estimated
to have 5 virtual copies as well as a 14-day retention period for snapshots/backups. The calculator indicates
that you should add four (4) EBS-provisioned IOPS volumes, each being 1250GB with 1000 IOPS.

& This calculator is only for estimating your anticipated storage size and IOPS needs. A manual
adjustment may be required prior to or after launch depending on your storage and performance
needs.

8. Click Add New Volume. The new volume will be created using the specifications in the estimation provided.
Volume type - EBS

Device - Use default provided

Size - 1250

Volume type - Provisioned IOPs SSD (101)

I0PS - 1000

Delete on Termination - Optional. If you do not set this option and the Delphix Engine is terminated,
the EBS volumes will persist, and you will need to remove them manually.

g. Encrypted - Optional

-0 90 T 9
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9. Follow the above procedure for adding as many EBS volumes as specified in the calculator. Based on the
example above, the storage configuration would look as follows:

Oregon »

1. Choose AMI 2. Choose Instance Type 3. Configune Instance 4, Add Storage 5. Tag Instance 6. Corfigune Security Group 7. Review

Step 4: Add Storage

‘Your instance will be launched with the following storage device settings. You can attach additional EBS volumes and instance store volumes to your instance, or
edit the settings of the root vodume. You can also attach additional EBS wolumes after launching an instance, but not instance stare volumes. Leam more about
storage options in Amazon EC2,

Volume Type (i Device (i)  Snapshat (i Size (GIB) (I Volume Type (i 10PS (i ;"M"E:l“'"i“"‘ ”’i'“’ T E"‘i""‘“‘“

Roat fdevixvda snap-1d44a945 150 General Purpose S80 (GP2) B 450/3000 MN/A a Not Encrypted
EBS B mcwvws B r 1250 Provisianed I0PS S50 (101) B 1000 M [
EBS B e B 1250 Provisianed I0PS S50 (101) B 1000 WiA <]
EBS B oewsss B 1250 Pravisianed I0PS S50 (101) B 100 MA [x]
EBS B rcwse B r 1250 Provisianed I0PS S50 (101) B 1000 M e

Add New Volume

General Purpose (SSD) volumes provide the ability to burst to 3000 10PS per volume, independent of volume size, to meet the performance needs of
most applications and also deliver a consistent baseline of 3 I0PS/GIB. Sat my root volume to General Purpose (S50).

Fros tier efigible customers can get up to 30 GB of EBS General Purpose (S50) or Magnetic storage. Learm more about free usage tier eligibility and
usage restrictions.

Cancel  Previous Review and Launch Next: Tag Instance

10. Verify that your storage configuration matches the output from the calculator.

11. Click Next: Tag Instance.

12. To provide a name for your Delphix Virtualization Instance, enter it in the Value field corresponding to the
Key Name.

Bl AWS ~  Services v

1.Ghocse AMI 2. Choose Instance Type 3, Configues Instance 4. Add Storage 8. Tag Instance 6, Configure Security Growp 7. Fleview

Step 5: Tag Instance

Atag consists of a case-sensitive key-value pair. For exampile, you could define a tag with key = Name and value = Websarver. Leam mare about tagging your Amazon EC2 resources.

Key (127 characters maximurmj) Walue (255 characters maximum)

Horre Deiphiy, Virtualization Engine o

oo (RN P e——

13. Click Next: Configure Security Group.
14. Assign a security group. Do one of the following:
a. Create a new security group.
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b. If an existing security group meets Delphix requirements, you can select it. For more details on
required and recommended ports for general Delphix usage, see General Network and Connectivity

Requirements.

9501-7565 ~

1.Chocse AMI 2, Ghoose instanca Type 3. Gonfigua Instance

Step 6: Configure Security Group

security groups.

Assign a security group:

Security Group 1D

B sg-79516300

Inbound rules for sg-7T9b16300 (Selected security groups: eg-70b16300)

Type (i Protocol (i

Al traffic All

4, Add Storage

Croate & new security group

5. Tag Instance

DSelact an existing security group

8. Configurs Security Group

7. Raview

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance, For example, If you want to set up a web server and allow
Internet traffic to reach your instance, add nules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Leam more about Amazon EC2

Name Description
dafault default VPC security group
Port Range ||
Al

Actions

Copy lo new

Source (|

5g-T9b16300 (dafault)

Cancel  Previous Raview and Launch

15. Click Review and Launch.

1. Choose AMI

3. Configure Instance

2. Choose Instance Type

Step 7: Review Instance Launch

restrictions.

* AMI Details

4

build-ami-266

FRoct Device Type: ebs.  Virtualization type: nm

= Instance Type

Instance Type ECUs wCPUs Memory (GiB)
r3.dxdarge 52 16 122
~ Security Groups
Security Group ID Name
5g-TOb16300 default

Al selected security groups inbound rules

4. Add Storage

5. Tag Instance

A Your instance configuration is not eligible for the free usage tier
To launch an instance that's eligible for the free usage tier, check your AMI selection, instance type, configuration options, or storage devices, Learn more about free usage tier eligibility and usage

6. Canfigure Security Group

7. Review

Pleasa review your instance launch details. You can go back to edit changes for each section. Click Launch to assign a key pair to your instance and complete the launch process.

Delphix Engine 5.1.3.0 (Marketplace Edition)-114e86ae-00ea-47b7-b9aa-59910d7 25568

i d2.3 - ami "
Instance Storage (GB) EBS-Optimized Available
1x320 Yes

Description

default VPC security group

Edit AMI

Edit instance type
Network Performance

High

Edit security groups

Cancel = Previous m

16.
17.
18.
19.

Proceed without a key pair.
Select the I acknowledge check-box.
Click Launch Instances.

Verify the Delphix Virtualization Instance details and click Launch.
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20. Click View Instances.

Launch Status

@ ‘our instances are now launching

The following instance launches have been initiated: i-0361b7312Ba5c6041 Wiew launch bog

© Get notified of estimated charges
Greata billing alerts to get an emall notification when estimated charges on your AWS bill exceed an amount you dafine (for example, if you exceed the free usage ter).

How te connect to your instances

“Your instances are kaunching, and it may take a few minutes urtil they are in the running state, when they wil be ready for you to use. Lisage hours on your new instances: will start immediately and continue to accue
until you siop or terminate your instances.

Ghck View Instances to monitor your instances’ status. Once your instances are in the nunning state, you can connect to them from the Instances screen. Find out how 1o connect 1o your instances.

* Here are some helpful resources to get you started
» How to connect to your Linue instance « Amagon EC2: User Guide
& Learn abaut AWS Free Lisage Tier + Amazon EC2: Discussion Fomm

‘While your instances are launching you can also

Create status check alanms io ba notified when these instances fall status checks. (Additional chamges may apply)
Create and attach additional EBS volumes {Additional charges may apply)

Mariage security groups

21. To complete the initial Delphix Virtualization Engine configuration, wait for your instance to be up and

running. You can see its status on the Instances page. Note that it can take up to 15 minutes for the first
launch of Delphix, and even if the status of the server is “running” it may not yet be ready

[T} AWS ~ 904

EG2 Dashboand

Events L - ]

Tags: Q Fiter by tag : o hinpvecc] 7] 1toiof1

Reports

Uméts B MName Instance 10 Instance Type - Avallabifity Zone - Instance State -  Status Chocks -  Alarm Status Public DNS - PublicIP
) INBTANCES @ DephixVitu..  038M73128a506041  rd.dxdarge st 2n & running & 22checks... None %s oc2A5B1Z2T-MBus.. 35161227
| Instances

Spot Requests

Reserved Instances

Schaduled Instances.

Dedicated Hosts Ji-0asf7a 1 (Delphix Vir Engine) Public DNS: 002-35-161-227-245,us-west-2, compute. amazonaws. com NN

Altls Description Status Checks Menitoring Tags Usage Instructions

Bunche. Thecy Instance D -038MTI1IBa5ECAT Public DNS  c2-05-161.227.245 s -weat.

AETiC 2 compute.amazonaws.com
Velumes Inatance state  funning Public I 35,161.227.245
Snapshots Instanca typa  f3.dxiamge Elastic IPs
Private DNS  ip-172-31-21-122.us- west-2.compute.intemal Aypilabilty zona  us-west-Za

= NETWORK & SECURI Private IPs 1729129122 Security groups  default, view rules

Security Groups Secandary private Ps Schaduled events  No scheduled evants

Elemic VPCID  vpo-dB525a22 AMIID  Delphix Engine 5.1.3.0 Marketplace

Placement Groups Edetion)=114e86as-00aa-4707-b3aa-

Key Palrs SEHDAT25568-BMi-cSIBICH2.3 {Ami-D487 864)

Network Inferfaces SubnetiD - subnat-15003371 Platfanm

Metwork imerfaces  ethd 1AM role

e Sourca/dest. check  True Ky pair name celphix_engine OR

Load Balancess Cwnar  BOD4OS017565

Target Groups EBS-optimized  Tue Launchtime  November 1, 2016 at 10:50:37 AM UTG-7 fless

than one hour)

Configuring the Delphix Engine

1. Connectto your running Delphix instance with a web browser. Use the IP address or DNS name noted in the

Instance Description.

Upon successful connection, the browser will automatically redirect to the Delphix Setup Page.
2. Set up the sysadmin account.
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Enter the sysadmin's email address.
Enter a new password.
Confirm the new password.
d. Click Next.
3. Setthetime.
a. If you know your NTP server information or you want to use a public NTP server, select the radio
button for Set NTP Server.
b. If you do not know your NTP server, select Manually Set Date & Time.
c. Click Next.

o T

Delphix Setup
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4, Setthe network.
a. The network interface is automatically configured.
b. For DNS Services: If you want to, you can enter custom DNS Servers. If you do not, AWS will assign
standard DNS Servers.
c. Click Next.

DELPHIX

Delphix Setup
Maetwork
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Helphix Engine Hounama
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5. Verify the number of drives and the size and usage assignment of storage.
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(® Based on the EBS volumes you added during instance launch, you will see the same number of data
drives to be configured in Delphix. In our example, this means four 1.25TB drives.

6. Click Next.

Delphix Setup

i Storage
Slorage Braak Down
—— Size Io0aR Dy ek B35H TSI OF Dol i

s
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7. Serviceability. This page allows you to configure a Web Proxy (if necessary)
a. Phone Home Service - Select the checkbox to enable (recommended)

b. SMTP - If you have a valid SMTP server, you can select this option and enter connection details. This

allows the Delphix Engine to send informational and error emails.
c. Click Next.

DELPHIX

Wirualization Setup

] Serviceability
Web Praxy
Bebmrenin -
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8. Authentication Service (Optional)
a.
services, select the checkbox and complete the information.

b. Click Next.

If you want to integrate the Delphix Engine with your LDAP platform for extended authentication
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Virtualization Setup
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9. Register the engine.

a. Ifyou have already requested and have an enabled Support Account, enter your account email and
password and click Register. Otherwise, you can register the engine at a later time.
b. Click Next.

DELPHIX

Delphix Setup

Registration

Lirst upcdaiod: Dec 17, 2018 24858 AM

Mhwor
Epins
S
(= 1]
ot
OR
Buthariscaen Paspward
by P A B P PO b aid o) o e | T T RS H
& Regalislion
=2 B

[

10. Validate your setup. The final page in the setup process is a validation page. It will display all of the
configuration options currently set.
a. Tochange any of the options, click Modify in the desired section.
b. When you are satisfied with the setup, click Submit.
11. Save the configuration by clicking Submit.

Once setup has completed you will see Successful Configuration. The browser will automatically redirect to the
Delphix Engine login screen.

Logging in for the first time

The first time you login to the Delphix Engine, follow these steps:
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1. Enter the default Administration User: sysadmin.
2. Enter the default password: the <Instance ID> for your Delphix Engine.

@ VYou can find your <Instance ID> in the Instances section of the AWS EC2 Management Console.

3. You will be redirected to enter the following as prompted:
a. Email address for the admin account.
b. Anew password. This password will be used for the Engine Administrator with the username
"admin".
c. Confirm the new password.

& From now on, this is the password you will use to login to the Delphix Engine Administrator
interface to manage Datasets.

4. Click Continue.

Next Steps
Congratulations! You have successfully deployed the Delphix Virtualization Engine in AWS.
Use Delphix documentation to learn how to:

« configure your database source
« configure your target environments
« create virtual databases (VDBs)

Related Topics

» Deployment for AWS EC2
» Prerequisites to Deploying in AWS
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Deployment for Microsoft Azure

This topic covers the virtual machine requirements, including memory and data storage, for deploying the Delphix
Engine on the Azure public cloud and Government Cloud.

The following topics are covered:

+ Instance Types
+ Network Configuration
« Storage Configuration

Once you understand the requirements listed on this page, you should view the next pages on Azure deployment:

+ Prerequisites to Deploying in Microsoft Azure
» Procedure for Deploying in Microsoft Azure

Instance Types
The following is a list of instance types that are supported to deploy Delphix on Microsoft Azure. Delphix periodically
certifies new instance types, which will be added to the list here.

Requirements Notes
General Purpose

DS5_v2 Network bandwidth and IOPS limits are specific to each instance
type:

« See DSv2 specifications for more details.

« See DSv3 specifications for more details.

D16s_v3
D32s_v3

Memory-Optimized

DS14_v2 Network bandwidth and IOPS limits are specific to each instance
type:
+ See DSv2 specifications for more details.

DS15_v2

653 + See GS specifications for more details.
GS4
GS5
Network Configuration
Requirements Notes
Azure Virtual Network (VNet) The Delphix Engine and all the source and target environments

must be accessible within the same virtual network.
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Network Security Group (NSG)

Storage Configuration
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You must modify the security group to allow access to all of the
networking ports used by the Delphix Engine and the various
source and target platforms. See General Network and
Connectivity Requirements for information about specific port
configurations. See Network Performance Configuration Options
for information about network performance tuning.

We recommend using a total of four disks to run your Delphix Engine. One disk is used for the Delphix File System
(DXFS) to ensure that its file systems are always consistent on disk without additional serialization. The other three
disks will be used for data storage. This also enables the Delphix Engine to achieve higher 1/0 rates by queueing

more |/O operations to its storage.

Requirements

Azure Premium Storage

General Storage Configuration

Extensions

Azure VM extensions are not currently supported.

Related Topics

« Prerequisites to Deploying in Azure
» Procedure for Deploying in Azure

Notes

Premium storage utilizes solid-state drives (SSDs)

Devices up to 4096GB are supported

Maximum of 256TB is supported

Cache setting of NONE

I/0 requests of up to 256 kilobytes (KB) are counted as a single
I/O operation (IOP) for provisioned IOPS volumes

IOPS vary based on storage size with a maximum of 7,500 IOPS

Allocate initial storage equal to the size of the physical source
databases. For high redo rates and/or high DB change rates,
allocate an additional 10-20% storage

Add storage when storage capacity approaches 30% free

Add new storage by attaching new data disks of the same size
Maximize Delphix Engine RAM for a larger system cache to
service reads

See Delphix Storage Migration

» General Network and Connectivity Requirements
» Network Performance Configuration Options

+ Delphix Storage Migration
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Prerequisites to Deploying in Azure

Before deploying the Delphix Engine for Azure:

1.
2.

Review Checklist of Information Required for Installation and Configuration.

Determine which virtual private cloud (VPC) you will use when launching the virtualization instance. To
maximize performance, deploy the Delphix Engine instance in the same VPC/subnet in which you will create
your virtual databases (VDBs).

@ Provisioning a VDB requires a compute instance running the same database engine as the source.
Please note, however, that the target instance only needs storage to accommodate the OS,
database platform binaries, etc., because Delphix delivers all of the data files.

Make sure that the necessary ports are open.

(@ Usingthe Delphix Engine for Azure will require connections to source and target database servers.
Such connections require various ports to be open, enabling communications. For a detailed list of
the network and port requirements, click the link appropriate to your database platform:

» Network and Connectivity Requirements for Oracle Environments
» Network Access Requirements for SQL Server

Update Security Group settings to accommodate the necessary connections.

a. Select the same Network Security Group that your current (or future) non-production Azure virtual
machines utilize.

b. You must modify the Network Security Group to allow access to all of the networking ports used by
the Delphix Engine and the various source and target engines. See links above for information about
specific port configurations.

Allocate storage.

@ 1tis helpful to first create a list of the data sources from which you intend to make dSources. A data
source is typically a production database that you link to the Delphix Engine, enabling you to create
virtual, full, read-write copies of the source within minutes. The list should include the database's
name, platform (for example, Oracle or SQL Server), current size (in GB), the estimated number of
virtual copies, and retention period (in days) of snapshots (backup copies).

a. All data storage disks must be comprised of Azure Premium Storage devices. Allocate a minimum of
three (3) premium storage devices to accommodate storage capacity needs.

b. Azure premium storage devices have differing levels of guaranteed IOPS that vary from 120 IOPS to

7500 IOPS. Please refer to Microsoft’s documentation to ensure that the selected devices will meet

the requirements for your deployment.

It is highly recommended to use Azure-managed disks.

d. Usethe guidelines outlined in Deployment for Microsoft Azure.

o

Related Topics

Checklist of Information Required for Installation and Configuration
Network and Connectivity Requirements for Oracle Environments
Network Access Requirements for SQL Server

Deployment for Microsoft Azure

Procedure for Deploying in Azure
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Procedure for Deploying in Azure

Deploying the Delphix Engine

1.

10.
11.

12.
13.
14.

© Nk W

Navigate to the Azure Marketplace at https://azuremarketplace.microsoft.com.
In the Search field, enter Delphix.
Select the Delphix Dynamic Data Platform for Azure.
Review the information on the initial Marketplace page.
Click GETIT NOW.
Click Create.
Follow the creation wizard to deploy the Delphix Engine.
Provide the basic information for the Delphix Engine.

a. Select a name for the virtual machine.

b. Forthe VM disk type, select SSD.

c. Enter ausername and password.

@ This information is never used but is part of the built-in wizard used by the marketplace. Any
information provided in these fields is discarded.

d. Select your Subscription, Resource group, and Location.

e. Click OK.
Select the Size of the virtual machine you want to deploy. For supported instance types and capabilities, See
Virtual Machine Requirements for Azure Platform.

(@ Eachinstance type will determine the limits for:
« Network bandwidth
« Maximum data disk
« Total IOPS

Click Select.
Configure the Settings for this virtual machine:
Use managed disks.
Select or create a Virtual Network and Subnet.
Optional: select a Public IP address (note this will make your engine accessible over the internet)
Select or create a Network Security Group.
Extensions and High Availability sets are not currently supported. Please ensure that no extensions
or availability sets have been configured.
f. Enable Boot diagnostics.
Click OK.
Review the configuration in the Summary screen and click OK.
Review the offer details in the Buy screen and click Purchase to deploy the Delphix Engine.

O I

Configuring the Delphix Engine Virtual Machine

N

From the Azure Portal sidebar, select Virtual Machines. Your running virtual machines will be displayed.
Click the virtual machine's name to open its detailed information.
Click Disks to open the detailed panel.
Click Add data disk.
Create a new device:
a. Inthe Create disk drop-down menu, select Create managed disk. This will open the managed disk
wizard.
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b. Inthe wizard, ensure that the Account type indicates Premium (SSD) and that the Source Type
shows None (empty disk).
c. Select the size of the device you want to create. Note that the device size will determine the IOPS
limit for that device.
d. Click Create.
Once the device is created, change the Host Caching parameter for that device to None.
Repeat the above steps to create additional disks.
Once you have completed adding all the disks, click Save.
Optional: modify the virtual machine’s Network Security Group.
a. From the side panel of the virtual machine’s detail screen, click Network interfaces.
b. Click the name of the network interfaces you want to modify.
c. From the Network interface details window, click the Network security group specified in the
Overview pane. In the example below, you would click delphix-engine-nsg:
d. From the Network security group details pane, modify the Inbound security rules and/or the
Outbound security rules by selecting from the side panel and clicking Add.
e. Add the appropriate rule and click OK. The screenshot below shows adding the inbound rule for the
Delphix Session Protocol.
f. Repeat the above steps for all the rules you want to add.

Configuring the Delphix Engine

1.

o

Connect to your running Delphix instance with a web browser. Use the Public IP address or DNS name noted
in the Network Interface Panel. Upon successful connection, the browser will automatically redirect to the
Delphix Setup Page.
Set up the sysadmin account.
a. Enterthe sysadmin's email address.
b. Enter a new password.
¢. Confirm the new password.
d. Click Next.
Set the time.
a. Ifyou know your NTP server information or you want to use a public NTP server, select the radio
button for Set NTP Server.
b. If you do not know your NTP server, select Manually Set Date & Time.
c. Click Next.
Set the network.
a. The network interface is automatically configured.
b. For DNS Services: If you want to, you can enter custom DNS Servers. If you do not, Azure will assign
standard DNS Servers.
c. Click Next.
Verify the number of drives and the size and usage assignment of storage.
Click Next.
Serviceability. This page allows you to configure a Web Proxy (if necessary)
a. Phone Home Service - Select the checkbox to enable (recommended)
b. SMTP - If you have a valid SMTP server, you can select this option and enter connection details. This
allows the Delphix Engine to send informational and error emails.
c. Click Next.
Authentication Service (Optional)
a. If youwant to integrate the Delphix Engine with your LDAP platform for extended authentication
services, select the checkbox and complete the information.
b. Click Next.
Register the engine.
a. Ifyou have already requested and have an enabled Support Account, enter your account email and
password and click Register. Otherwise, you can register the engine at a later time.
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b. Click Next.
10. Validate your setup. The final page in the setup process is a validation page. It will display all of the
configuration options currently set.

a. Tochange any of the options, click Modify in the desired section.
b. When you are satisfied with the setup, click Submit.
11. Save the configuration by clicking Yes.

Once setup has completed, you will see Successful Configuration. The browser will automatically redirect to the
Delphix Engine login screen.

Logging in for the first time

The first time you log in to the Delphix Engine, follow these steps:

1. Enter the default Administration User: admin

2. Enter the default password: delphix

3. Enter the following as prompted:
a. Email address for the delphix_admin account
b. Anew password
¢. Confirm the new password.

From now on, this is the password you will use to log in to the Delphix Engine.
4. Click Continue.

Related Topics

« Deployment for Microsoft Azure
+ Prerequisites to Deploying in Azure
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Deployment for Google Cloud Platform

This topic covers the virtual machine requirements, including memory and data storage, for the deployment of the
Delphix Engine on Google Cloud Platform (GCP).

This section covers the following topics:

+ Instance Types

+ Network Configuration

+ General Storage Configuration

«+ Additional GCP Configuration Notes

Once you understand the requirements listed on this page, you should view the next pages on GCP deployment:

Prerequisites to Deploying in GCP

+ You require a license to use Delphix software. If you are a new customer contact Delphix to get started.
« Theinstallation checklist will get you started off properly.

Deploying a Delphix Engine in GCP

1. Download the latest Delphix Platform for GCP tar.gz file.
2. Create a GCP storage bucket to be used to upload the file obtained in step 1.
= Google Cloud Platform 2 presalesdemo + Q -

Ex Storage <  Create a bucket
@  Browser
* Name your bucket
=  Transfer Pick a globally unique. permanent name. Naming gudelines
F Transfer Applisnce
[ Ex. ‘example’, ‘example_bucket-1', or ‘example. com
° Seiage Tipe Don'tinclude any sensiive mformation

CONTINUE

* Choose where to store your data
* Choose a default storage class for your data
* Choose how to control access to objects

* Advanced settings (optional)

-
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3. Upload the Delphix file to the bucket created in step 2.

Google Cloud Platform e presslesdemo Q,
Storage ¢  Bucket details # EDIT BUCKET (™ REFRESH BUCKET
Browser delphix_engine

Objecis Drverview Permisgions Bucket Lock
Transfer

Transfer Appliance
Upload files  Upload folder  Creale fobder

Settings

Filter by prefix

Buckets [ delphix_sngine

Hame Sire Type Starage clads Last madified

) Delphix_Engine_30719-07-24-14-40_gep_Standand 52268 application/x-gzip Slandand 014799, 10833 P

4. Once the upload is complete, navigate to Compute Engine > Images and select Create Image.

Images [+] CREATE IMAGE (¥ REFRESH E INSTANS 0 E HIDE INFO PANEL L1t
Images  Image impart hisiory Select an image
Cokans, PERMISSIONS LABELS
B wstance tempistes —
Nama Locstion S Dmknve  Crestedby Faemity Creatizn tima
Sole-tenar nodes
A @ dsgrpjumptesimgd - 289 nce presalesdens et 11, 2079, © Fieass sstect ot lsast o resousce.
o 351,18 PM
B Disks
& dsgep pyres lirir dmg vt - 128 0 G prsatesders Aug B, 2010,
@  Snapshots 8 242 AM
@ asgop poresdinaglamy vl - 1108 008 presslesdeme
E  tnages
& TPUs @ dsgeppgresmaskimg - 76777 0GB
detadet vl e
B3 Commied use discounts @ ddgopporesmackimgosdekvl 168 68
EE Metdan
@ S guppyresvrt ey datadsh |- - 788 0GB s abesdire
= i
B Healh checks
& degrppgresvrtamgdatadek-  us B2 10GE presalesdems
B Zones ¥ .8
& dogop-pores-vin-ing dutadakd * %IRE7 1008 prosaleadee
& Hetwork endpoint groups " e
@  Operations @ ddgop pres-virlamg oudeikv] w kg 12768 presalesderno
o8
@ Security scans & dgep sublrussicargyl - w7 wce prosalesdere 2ol 6, 2009

5. Inthe Create Image dialog you will need to provide the following:

anoo

— P2 0@ ~0

Image Name

Source: Cloud Storage File

Select the bucket and newly uploaded Delphix File.

Location: Multi-Regional or Regional. (note if you want to be able to deploy Delphix in multiple
regions - select Multi-Region)

Family - optional

Description - optional

Labels - optional

Encryption - select based on your organization’s policy

Click - Create. (Note you will see the following at the bottom of the dialog once you’ve clicked Create.
Also, creating the image may take a considerable amount of time)

You will be billed for this image. Compute Engine pricing [

Creating ee e Cancel

Deployment- 139



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

€.

Images [+] CREATE IMAGE % REFRESH [ CREATE INSTANCE © DEPRECATE W DELETE HIDE INFO PANEL =L

Name : deiphinkdp © % Cohsrems ~ PERMISSIONS LABELS

o Name Leeation Size. Disk size Creuted by Family Creaton tme

M @ deiphdipengine  ue 524G 127GE pressieademo

Owner (2 members)

B Commitied use discounts Editor (3 mambars)

Compute Admin {1 member)
Full contrel of ol Gompute Enging Mscurces.

Compute kmage User (1 member)

Compute Instance Admin (beta) (1 member)

. Complete the instance creation dialog. Key items:

. ldentify and select the region and zone where you will run Virtual Databases.

. Choose a machine type commensurate with your expected workload. The minimum configuration would be
similar to a n2-highmem-8. (8vCPU, 192GB Memory)

. Change/Modify the Boot Disk to SSD Persistent Disk. (defaults to Standard Persistent Disk)

. Add Data Disks (minimum of 4) with a total size at least equal to your total source DB sizes. Be sure to utilize
SSD Persistent Disks

. Update Networking commensurate with the Network and Subnet(s) on which the target non-production
instances reside. (Note: a “target” is an instance running the DB platform identical to the source DBs)

. Once all of the necessary instance information has been completed, click Create.

Wait for the instance to be created/available and connect to the newly deployed Engine using the assigned
IP/hostname via support web browser.

Machine Types

The following is a list of instance types that are supported to deploy Delphix on GCP. Delphix periodically certifies
new instance types, which will be added to the list here.

Requirements Notes
+ n2-standard-(32,64,96) + The Delphix Engine most closely resembles a storage appliance
+ n2-highmem-(32,64,96) and performs best when provisioned using a storage-optimized

instance type.

+ Larger instance types provide more CPU, which can prevent
resource shortfalls under high 1/0 throughput conditions.

+ Largerinstances also provide more memory, which the Delphix
Engine uses to cache database blocks. More memory will
provide better read performance.
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Requirements Notes

Virtual Private Cloud .

Static Public IP .

Security Group Configuration .

You must deploy the Delphix Engine and all of the source and
target environments in a VPC network to ensure that private IP
addresses are static and do not change when you restart
instances.

When adding environments to the Delphix Engine, you must use
the host's VPC (static private) IP addresses.

The GCP Delphix instance must be launched with a static IP
address; however, the default behavior for VPC instances is to
launch with a dynamic public IP address - which can change
whenever you restart the instance. You can assign a static IP
address following the following steps here.

The default security group will only open port 22 for SSH access.
You must modify the security group to allow access to all of the
networking ports used by the Delphix Engine and the various
source and target engines.

See Network Performance Configuration Options for information
about network performance tuning.

See General Network and Connectivity Requirements for
information about specific port configurations.

Premium Networking It is recommended to use GCP Premium Tier Networking, for more
information click here

Storage Configuration

Requirements

« Allocate initial storage equal to the size of
the physical source database storage.

« Add storage when storage capacity
approaches 30% free.

Notes

« For high redo rates and/or high DB change rates,
allocate an additional 10-20 %.

« Add new storage by provisioning new volumes of the
same size.

« This enables the Delphix File System (DxFS) to make
sure that its file systems are always consistent on disk
without additional serialization. This also enables the
Delphix Engine to achieve higher I/0 rates by queueing
more |/O operations to its storage.
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GCP Storage Volume Size and Count This enables the Delphix File System (DxFS) to make sure
that its file systems are always consistent on disk without
additional serialization. This also enables the Delphix
Engine to achieve higher I/O rates by queueing more I/O
operations to its storage.

+ Keep all volumes the same size. Maximize
Delphix Engine RAM for a larger system cache
to service reads

+ Use at least 4 volumes to maximize
performance.

Additional GCP Configuration Notes
« Delphix supports both Zonal and Regional SSD persistent disks.

Related Topics

+ Checklist of Information Required for Installation and Configuration
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This topic covers the general network and connectivity requirements for the Delphix Engine, including connection
requirements, port allocation, and firewall and Intrusion Detection System (IDS) considerations. For platform-
specific network and connectivity requirements, see the relevant topics under the Requirements section for each

platform.

General Outbound from the Delphix Engine Port Allocation

Protocol

TCP

TCP/UDP

ubP

ubP

TCP

TCP/UDP

TCP

TCP

Port Numbers

25

53

123

162

443

636

8415

50001

Use

Connection to a local SMTP server for sending email

Connections to local DNS servers

Connection to an NTP server

Sending SNMP TRAP messages to an SNMP Manager

HTTPS connections from the Delphix Engine to the
Delphix Support upload server

Secure connections to an LDAP server

Connections to a Delphix replication target. See
Configuring Replication.

Connections to source and target environments for
network performance tests via the Delphix command-
line interface (CLI).

General Inbound to the Delphix Engine Port Allocation

Protocol

TCP

TCP

ubP

Port Number

22

80

161

Use

SSH connections to the Delphix Engine

HTTP connections to the Delphix GUI

Messages from an SNMP Manager to the Delphix Engine
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TCP

TCP

TCP

TCP/UDP

Port Number

443

8415

50001

32768 - 65535
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Use

HTTPS connections to the Delphix Management
Application

Delphix Session Protocol connections from all DSP-based
network services including Replication, SnapSync for
Oracle, V2P, and the Delphix Connector.

Connections from source and target environments for
network performance tests via the Delphix CLI.

Required for NFS mountd and status services from the
target environment only if the firewall between Delphix
and the target environment does not dynamically open
ports.

Note: If no firewall exists between Delphix and the target
environment, or the target environment dynamically
opens ports, this port range is not explicitly required.

Firewalls and Intrusion Detection Systems (IDS)

Production databases on source environments (for dSources) are often separated from the non-production
environment by firewalls. Firewalls can add milliseconds to the latency between servers. Accordingly, for best
performance, there should be no firewalls between the Delphix Engine and the virtual database (VDB) target
environments. If the Delphix Engine is separated from a source environment by a firewall, the firewall must be
configured to permit network connections between the Delphix Engine and the source environments for the

application protocols (ports) listed above.

Intrusion detection systems (IDSs) should also be made permissive to the Delphix Engine deployment. IDSs should
be made aware of the anticipated high volumes of data transfer between dSources and the Delphix Engine.

Related Topics

» Configuring Replication

« Deployment
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Setting Up Network Access to the Delphix Engine

Prerequisites

Follow the initial installation instructions in Installing the Delphix Engine.

Procedure

1. Power on the Delphix Engine and open the Console.
2. Wait for the Delphix Management Service and Delphix Boot Service to come online.

This might take up to 10 minutes during the first boot. Wait for the large orange box to turn green.
3. Press any key to access the sysadmin console.

4. Enter sysadmin forthe usernameand sysadmin forthe password.
5. You will be presented with a description of available network settings and instructions for editing.

Delphix Engine Network Setup

To access the system setup through the browser, the system must first be
configured for networking in your

environment. From here, you can configure the primary interface, DNS, hostname,
and default route. When DHCP is

configured, all other properties are derived from DHCP settings.

To see the current settings, run "get." To change a property, run "set
<property>=<value>." To commit your changes,
run "commit." To exit this setup and return to the standard CLI, run "discard."

defaultRoute IP address of the gateway for the default route -- for
example, "1.2.3.4."

dhcp Boolean value indicating whether DHCP should be used for
the primary dinterface. Setting this value
to "true" will cause all other properties (address,
hostname, and DNS) to be derived from the DHCP

response
dnsDomain DNS Domain -- for example, "delphix.com"
dnsServers DNS server(s) as a list of IP addresses -- for example,
"1.2.3.4,5.6.7.8."
hostname Canonical system hostname, used in alert and other logs --

for example, "myserver"

primaryAddress Static address for the primary interface in CIDR notation
-- for example, "1.2.3.4/22"

Current settings:
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defaultRoute: 192.168.1.1

dhcp: false

dnsDomain: example.com
dnsServers: 192.168.1.1
hostname: Delphix
primaryAddress: 192.168.1.100/24

6. Configurethe hostname . If you are using DHCP, this step can be skipped.

delphix network setup update *> set hostname=<hostname>

& Use the same hostname you entered during the server installation

7. Configure DNS. If you are using DHCP, this step can be skipped.

delphix network setup update *> set dnsDomain=<domain>

delphix network setup update *> set dnsServers=<serverl-ip>[,<server2-ip>,...

8. Configure either a static or DHCP address:
DHCP Configuration

delphix network setup update *> set dhcp=true

Static Configuration

delphix network setup update *> set dhcp=false
delphix network setup update *> set primaryAddress=<address>/<prefix-len>

& The static IP address must be specified in CIDR notation (for example, 192.168.1.2/24 ).

9. Configure a default gateway. If you are using DHCP, this step can be skipped.

delphix network setup update *> set defaultRoute=<gateway-ip>

10. Commit your changes. Note that you can use the get command prior to committing to verify your desired

configuration.

delphix network setup update *> commit

Successfully committed network settings. Further setup can be done through the

browser at:

http://<address>
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Type 'exit' to disconnect, or any other commands to continue using the CLI.

11. Check that the Delphix Engine can now be accessed through a Web browser by navigating to the displayed IP
address, or hostname if using DNS.
12. Exit setup:

delphix> exit

Related Topics
« Upgrade
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Validating Host Deployment with HostChecker

Delphix has developed a hostchecker script that contains standardized checks for source and target hosts - these
checks generally fall into three buckets

« 0OSand Host permissions/access
+ Network Port Checks
« DB-specific functionality

0S and Host permissions/access and network port checks can (and should) be performed prior to Delphix
installation to ensure a smooth deployment.

Each DB should have a specifically associated hostchecker - you can find detailed documentation on the DB-specific
hostchecker page.

1. Download the appropriate HostChecker tarball for your engine from https://
download.delphix.com/. Tarballs follow the naming convention "hostchecker_<OS>_<processor>.tar". For
example, if you are validating a linux x86 host you should download the hostchecker_linux_x86.tar tarball.
2. Create a working directory and extract the HostChecker files from the HostChecker tarball.

mkdir dlpx-host-checker
cd dlpx-host-checker/
tar —-xf hostchecker_linux_x86.tar

3. Runthe sh script contained within:

sh hostchecker.sh

This will extract the JDK included in the tarball (if necessary) and invoke the HostChecker.

0ral0205@bbdhcp: /home/oral0205/hostchecker-> sh hostchecker.sh
Extracting the JDK from the tarball jdk-6u45-1linux-i586.tar.gz.

© Don'tRun as Root

Do not run the HostChecker as root; this will cause misleading or incorrect results from many of the
checks.

4. Select which checks you want to run.

@ Run Tests without the Interface

You can also run checks without spawning the interface. Enter ——he'lp to get a list of arguments
you can pass to the HostChecker.

5. Asthe checks are made, enter the requested arguments.

6. Read the output of the check.
The general format is that severity increases as you scroll down the output. First comes informational
output, then warnings, then errors.
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& Internal Errors

If you see a message that starts with Internal Error ,forward itto Delphix Support
immediately. This represents a potential bug in the HostChecker, and not necessarily a problem
with your environment.

. Error or warning messages will explain any possible problems and how to address them. Resolve the issues
that the HostChecker describes. Do not be surprised or undo your work if more errors appear the next time
you run HostChecker, because the error you just fixed may have been masking other problems.

. Repeat steps 3 -7 until all the checks return no errors or warnings.
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Installation and Initial System Configurations

This section covers the following topics:

« Initial Setup
« Customizing the Delphix Engine System Settings
« Installing an OVA or AMI
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Initial Setup

Delphix runs as a virtual appliance deployed in various types of infrastructure as described above. When you first
login to an instance, the setup wizard will help you configure the initial setup for network, storage, authentication
and more. If you have just deployed, read this section to understand each step of the setup wizard.

Once you have deployed Delphix in the platform of your choice, you will need to set up the engine’s initial
configuration, which includes settings such as system time, storage, and authentication. This page describes each
step in the setup process and will outline and the various options available.

The setup procedure uses a wizard to take you through the following configuration screens:

+ Welcome

« Administrators
« Time

+ Network

« Network Security
» Storage

+ Serviceability
« Authentication
« Kerberos

+ Registration

« Summary

When you first connect to the Delphix Engine via any supported browser, you must enter the default sysadmin login,
whose credentials are sysadmin/sysadmin. On the first login, you will be prompted to change the initial default
password for security purposes.

@ Info

Alogin failure issue could occur if the Delphix Engine clock is not in sync with the IDP clock. To resolve the
issue, either use the NTP clock or set up the skew time property in SSO (Single Sign-On) configuration.

Welcome

The Welcome tab asks users to select the engine type for setup. You can select from Virtualization or Masking. This
document explains the setup for Virtualization engines. For Masking engines, please visit our Masking
documentation.
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DELPHIX SETUF

Virtualization Setup

*  Wolcoma Welcome

Choasa angine typa 1o satup:

Administrators © Virtualization
Masking
Time This wizard will 5889 you through the setup, During this process you will complata the following:

« Create your password for the default *sysadmin® user
+ Sal the systam time

Network = Configure network and services
« Configure the siorage poal
+ Configura proxies, SMTP, and LDAP (thase are aplional)

Network Security Register your software
After setup is complate, you will have two adminisirators defined:

Storage + The sysiam sdminisirator, “sysadmin® with the password you defined. This will be tha system
adrministrator for the instance.
= The engine administrator, "sdmin® with the password you defined. This is typically a DBA wha
Serviceability will administer all thi data managed by the instance,

Whan sotup s complate, leg in as engine administrator o begin using your angine
Autheriication

Karberos
Registration

Summary

Administrators
Each Delphix Virtualization engine has two default accounts:

« System Administrator: ‘sysadmin’ with a password that users can define. This will be the system
administrator for the instance.

« Engine Administrator: ‘admin’ with a password that users can define. This is typically a DBA who will
administer all the data managed by the instance.

You must provide an email address and password for both users at the Administrators step of setup.
Each Delphix Masking engine has the following default account:

« Masking Administrator - "admin" with the password you defined. This will be the Masking administrator
responsible for setting up users and other administrative actions in Masking. (Only available if Masking was
selected).

Time

The Delphix Engine leverages its time setting to determine policies and actions that take place within the
application. Here, you can manually set time or choose from an NTP server.

Select an option for maintaining the system time as explained below.

Option Notes
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Set NTP Server (recommended) After selecting this option, select an NTP server from the list, or
click Add NTP Server to manually enter one or more server(s).

When configuring a Delphix Engine on VMware, be sure to
configure the NTP client on the host to use the same servers that
you enter here.

Manually Select Time and Date Click Use Browser Time and Date to set the system time, or select
the date and time by using the calendar and clock displays.

If you select Use Browser Time and Date, the date and time will
persist as your local time, even if you change the time zone.

Network

The initial network configuration will be pre-populated based on the deployment platform you are using for
Delphix. For VMware deployments, Delphix defaults to the VMXNET3 network adapter.

By selecting ‘Settings’ for each Network Interface, you can manage the following options:

Option Notes

DHCP or Static network addressing For Static addressing, enter an IP Address and Subnet Mask.
The static IP address must be specified in CIDR notation (for
example, 192.168.1.2/24)

Jumbo Frames This setting is highly recommended. VMXNET3 supports
Ethernet jumbo frames, which can be used to maximize
throughput and minimize CPU utilization.

Routing A default gateway will be specified in this section.
DNS Services Enter a DNS Domain Name and DNS Server to be used for this
engine.

Network Security

Delphix installs certificates signed by the engine’s Certificate Authority. Users have the ability to manage their own
certificates for HTTPS and DSP (Delphix Session Protocol) connections to and from the Delphix Engine. You can add
or modify certificates and certificate signing requests (CSRs) via the “..." option.

When you update the Certificate Authority certificate, your HTTPS and DSP certificates will be automatically
updated.

For more information please refer to Certificate Management in the Security section of this documentation.
Storage

The Delphix Engine automatically discovers and displays storage devices. For each device, confirm that Usage
Assignment is set to Data.
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You can associate additional storage devices with the Delphix Engine after initial configuration, as described
in Adding and Expanding Storage Devices.

There are two options for storage disk usage assignment:

1. Data: Once you set the storage unit assignment for a disk to Data and save the configuration, you cannot
change it again.
2. Unassigned: These are disks being held for later use.

Configure at least four disks for the storage of user data. This makes the Delphix Engine storage manager function
more efficient since duplicated metadata can be distributed across multiple disks.

Serviceability
Web Proxy

If a Web Proxy Server is necessary for your environment, select ‘Configure web proxy’ and enter the hostname and
credentials for that server.

Phone Home Service

The support and phone home bundles contain metadata from the Delphix Engine, but do not include the customer
data that has been ingested into the engine. Redaction of known PIl data (e.g. names and email addresses for
Delphix users) is done on-engine before bundles are uploaded, and again after bundles are uploaded to Delphix to
ensure that the latest redaction rules are applied to each bundle without requiring the engine to be continually
upgraded. There may be some limited environment data in the bundle (e.g., IP addresses and database names) that
are needed for debugging purposes. Support bundles are automatically deleted within 30 days after the support
case is closed, or 30 days after upload, whichever comes later.

Enabling/DisablingPhonehome

Enabling this option sends information to Delphix periodically over HTTPS (SSL). This data is securely managed by
the internal team for product analysis and improvements. This feature requires a connection to the internet and
will use the Web Proxy Server configuration.

Perform the following steps to enable/disable phonehome.

1. Login to the Delphix Virtualization engine setup using the sysadmin credentials.

2. From the Serviceability widget, click Modify.

3. Toenable phonehome, select the checkbox before the Enable phone home service option. If you enable
this option, this service will automatically send a stream of anonymous, non-personal metadata describing
user interaction with the product's user interface.

4. Todisable, deselect the checkbox before the Enable phone home service option.

5. Click Save to save your settings.

User-click Analytics

User-click Analytics is a lightweight method to capture how users interact with Delphix product user interfaces,
allowing Delphix to collect browser-based, user-click data. Delphix does not collect, transmit or store any
personally identifiable information (PIl) such as email addresses, IP addresses, usernames, etc.

SMTP

Select Use an SMTP Server and enter the server name or IP address to enable email notifications for events and
alerts.

When a critical fault occurs with the Delphix Engine, it will automatically send an email alert to the admin user.
Make sure that you configure the SMTP server so that alert emails can be sent to this user. See System Faults for
more information.
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Authentication

In the Authentication page, you can configure authentication protocol such as LDAP and SAML/SSO. See User and
Authentication Management for further details.

LDAP

To avoid configuration issues, consult with your lightweight directory access protocol (LDAP) administrator before
attempting to set up LDAP authentication of users for the Delphix Engine.

When configuring LDAP, you must provide an LDAP Server. We currently support two authentication methods:
SIMPLE and DIGEST_MDS.

Select whether you want to Protect LDAP traffic with SSL/TLS. If you select this option, you must import the server
certificate.

If LDAP has been set up as an authentication service for the Delphix Engine, you must add new users with LDAP as
their authentication mechanism. For more information, see User Groups.

SAML/SSO
To enable SAML/SSO, there are two properties you must set:

1. Audience Restriction: The audience restriction must be set to the entity id configured in the Delphix Server
via the Delphix Setup. Its default value is https://<Delphix Server ID>, where <Delphix Server ID> is a 36-
character hexadecimal string of the form xxxXxxXx-xXxx-XXxX-XXXXXXXxxxxx. See Determining the Delphix
Server ID and Host Name for more on the Delphix Server ID. If the Delphix Engine does not exist or is
unreachable, you can enter a temporary value (such as delphix-sp-id) which must later be replaced by the
actual Delphix Server ID.

2. IdP Metadata: an XML document which must be exported from the application created in your IdP. Paste its
contents into the provided field.

Kerberos

The Kerberos page allows you to use Kerberos authentication to communicate between hosts connected with
Delphix. Enabling this option will allow Kerberos key-based authentication when adding new environments to
Delphix.

1. Realm: the domain over which a Kerberos authentication server has the authority to authenticate a user,
host or service.

2. Principal: a unique identity to which Kerberos can assign tickets.

3. Keytab: a file containing pairs of Kerberos principals and encrypted keys (which are derived from the
Kerberos password).

Registration

As described in Registration Management, registration allows Delphix Support to access the engine and properly
diagnose and identify any issues during support cases.

If the Delphix Engine has access to the internet, then you can auto-register the Delphix Engine with your Delphix
Support credentials in the ‘Online Registration’ section.

If external connectivity is not immediately available, you must perform manual registration.

1. Copy the Delphix Engine registration code displayed.

2. Transfer the Delphix Engine's registration code to a workstation with access to the external network
Internet. For example, you could e-mail the registration code to an externally accessible email account.

3. Onamachine with access to the internet, use your browser to navigate to the Delphix Registration Portal at
http://register.delphix.com.
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4. Login with your Delphix support credentials.
Paste the Registration Code.
6. Click Register.

@

& While your Delphix Engine will work without registration, we strongly recommend that you register each
Delphix Engine as part of the setup. Failing to register the Delphix Engine will impact its supportability.

Summary

The final summary tab will enable you to review your configurations for each page in the setup tutorial. Confirm
that everything looks correct, and click submit to complete the setup.
After Setup

« After the configuration is complete, the Delphix Engine will restart and launch the browser-based Delphix

Management application.
+ After the Delphix Management application launches, the admin can login using the initial default username

admin and the initial default password delphix. On the first login, you will be prompted to change the initial
password.

Related Topics
« Customizing the Delphix Engine System Settings
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Customizing the Delphix Engine System Settings

This topic describes how to customize the initial system set up requirements for memory, number of CPUs, storage

disks, and network configuration.

The OVA file that you use to install the Delphix Engine is configured for the minimum system requirements. You can
customize these to match the capabilities of your specific system.

Prerequisites

+ Follow the initial installation instructions for Installing the Delphix Engine.

Procedure

1. Shutdown the guest operating system and power off the Delphix Engine.
2. Under Getting Started, select Edit Virtual Machine Settings.
3. You can now customize the system settings.

Setting

Memory Size

Number of CPUs

Supported Controllers

Disks for Data Storage

Data Storage Multipathing Policy

Options

Set to 64GB or larger based on sizing analysis. In the Resource
Allocation panel, ensure that Reserve all guest memory is
checked.

Allocate 8 vCPUs or more based on your Delphix licensing. vCPUs
should be fully reserved to ensure that the Delphix Engine does not
compete for CPU cycles on an overcommitted host.

Delphix only supports LSI Parallel controllers.

Add virtual disks to provide storage for user data such as dSources
and VDBs. The underlying storage must be redundant. Add a
minimum of 150GB per storage disk. All virtual disks should be the
same size and have the same performance characteristics. If using
VMFS, use thick provisioned, lazy zeroed disks. To alleviate |10
bottlenecks at the virtual controller layer, spread the virtual disks
across all 4 virtual SCSI controllers.

For EMC storage, the multipathing policy should always be set to
round-robin (default for 5.X). Additionally, change the 10
Operation Limit from the default of 1000 to 1. This should be
strongly considered for other storage platforms as well.

See VMware KB article EMC VMAX and DMX Symmetrix Storage Array
Recommendations for Optimal Performance on VMware ESXi/ESX
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Options

The network configuration is set to have a VMXNET3 network
adapter. VMXNET3 is a tuned network interface that is included with
the VMtools provided in the OVA file.

It will be assigned to VM Network

JUMBO Frames

VMXNET3 supports Ethernet jumbo frames, and you can use this to
maximize throughput and minimize CPU utilization.

Adding Link Aggregation via VMware NIC Teaming

To increase throughput or for failover, add multiple physical NICs to
the vSwitch that is connected to the Delphix Engine. To increase
throughput, NIC Teaming must use the Route Based on IP

Hash protocol for load balancing.

Dedicate Physical NICs to the Delphix Engine
For best performance, assign the Delphix Engine to network
adapters that are used exclusively by Delphix.

« After making any changes to the system settings, power on the Delphix Engine again and proceed with the
initial system configuration as described in Setting Up the Delphix Engine.

Related Topics
« Initial Setup

+ Customizing the Delphix Engine System Settings
+ Setting Up Network Access to the Delphix Engine
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Installing an OVA or AMI

Procedure to Install an OVA

2l Unknown macro: 'includeplus'

Procedure to Install an AMI
Use the Delphix-supplied AMI file to install the Delphix Engine.

1. Onthe Delphix download site, click the AMI you would like to share and accept the Delphix License
agreement. Alternatively, follow a link given by your Delphix solutions architect.
2. Onthe Amazon Web Services Account Details form presented:
a. Enter your AWS Account Identifier, which can be found here: https://console.aws.amazon.com/
billing/home?#/account. If you want to use the GovCloud AWS Region, be sure to enter the ID for the
AWS Account which has GovCloud enabled.
b. Select which AWS Region you would like the AMI to be shared in. If you would like the AMI shared in a
different region, contact your Delphix account representative to make the proper arrangements.
3. Click Share.
The Delphix Engine will appear in your list of AMIs in AWS momentarily.
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Configuration

= unknown macro: 'navbox’
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Registration Management

Registering your Delphix Engines is a prerequisite for serviceability from the Delphix Support team. Registration
allows Delphix Support to access the engine and properly diagnose and identify any issues during support cases. It
is important to manage your registration regularly in order to ensure the security of Support access, as described in
the section below.

& Registering a Delphix Engine with support is different from registering it with Central Management. For
more information refer to Central Management

The registration code contains an encrypted key that only Delphix can decrypt, which is unique
for each engine. Delphix uses this key to generate one-time authentication codes that
authorized Support personnel can use to log into the engine during support sessions.

Retrieving the Delphix Engine Registration Code

To enable Delphix Support, you may perform registration either during the initial setup of the Delphix Engine. If you
want to register later, you may retrieve the registration code from the system setup portal.

1. You can retrieve the Delphix Engine Registration Code during the Initial Setup or later through the Delphix
Setup application after logging in as a system administrator.

In the Registration panel, click View.

The Registration Code is displayed in the bottom half of the Registration window.

If your local workstation is connected to the external Internet, you can auto-register the Delphix Engine:

Enter your Delphix Support Username and Support Password.
Click Register.

e S o

« If external connectivity is not immediately available, you must register manually.

1. Copy the Delphix Engine registration code
2. Login with your support credentials at https://register.delphix.com.
3. Paste the Registration Code and click Register.

Following registration, you will receive an email confirming the registration of your Delphix Engine

Regenerating the Delphix Engine Registration Code

Delphix recommends that you regenerate the registration code every six months to rotate the secret key in order to
maximize the Support Security of the Delphix Engine.

Procedure

1. Loginto the CLI (command-line interface) of the Delphix Engine with the sysadmin credentials.
2. Type /[registration/regenerate and hit enter.

3. Type commit and hit enter. After a few seconds, the new code will be displayed.

4. Re-register the engine with this new code.

Failing to re-register the Delphix Engine after regenerating the registration code may prevent Support personnel
from accessing the engine. In such a case, a support session cannot begin until the engine has been re-registered
with the new registration code.
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Related Topics

 Configuration
« Installation and Initial System Configurations
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User and Authentication Management

There are two main topics in this section:

« Managing users and groups who will access and manage Delphix.
« Configuring various authentication mechanisms to access both Delphix and connected environments and
datasets.

This section covers the following topics:

» Users and Groups
« Authentication Mechanisms
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Users and Groups

User Types and User Management

There are three user types in the Delphix user model: the system administrator, the Delphix user, and the Self-
service user.

System Administrators

System administrator users are responsible for managing the Delphix Engine itself, but not the objects
(Environments, dSources, VDBs) within the server. For example, a system administrator is responsible for setting
the time on the Delphix Engine and its network address, restarting it, creating new system administrator users (but
not Delphix users), and other similar tasks.

A user called sysadmin is the default system, administrator user. While this user can be suspended, it may not be
deleted. When the Delphix Management application first launches, this user can log in using the username
sysadmin and password sysadmin.

To create or modify system administrators, first, log in to Delphix Setup and navigate to the Users section of the
homepage. Here, you can:

+ Add new system administrators with the plus sign

« Change system administrator passwords with the pencil icon
« Delete system administrators with the trashcan icon

« Suspend system administrators with the pause button

+ Reinstate system administrators with the play button

Delphix Users

Delphix users are responsible for managing the environments and datasets within Delphix, such as dSources, virtual
databases (VDBs), users, groups, and related policies and resources.

A Delphix user can be marked as a Delphix Administrator. Delphix Administrators have three special privileges:

+ They can manage other Delphix users
« They implicitly have Owner privileges for all Delphix objects
+ They can create new groups and new environments

The default Delphix user provided with a Delphix Engine is a Delphix Administrator and is called admin. Like the
sysadmin user, admin cannot be deleted. When the Delphix Management application launches, the admin user can
log in using the password specified during the initial setup when Delphix was first launched.

Only these two users require password-based authentication. Also, other users may use other mechanisms such as
LDAP or Kerberos, as described in Configuring and Managing Kerberos and Configuring and using LDAP with the
Delphix Engine.

Self-service Users

Delphix Self-Service has two types of users: the admin user and the data user.

Admin users have full access to all report data and can configure Delphix Self-Service, additionally, they can:

+ Use the Delphix Engine to add/delete users

« Change tunable settings

+ Add/delete tags

+ Create and assign data templates and containers
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Data users have access to production data provided in a data container. The data container provides these users

with a playground in which to work with data using the Self-Service Toolbar.

For more information on Self-service users, visit our Self-service documentation.

User Privileges for Delphix Objects

The user roles on Delphix objects consist of four types, which the Engine Admin user assigns: Provisioner, Owner,
Data Operator, and Reader. These privileges apply both to objects, such as dSources and Virtual Databases (VDBs),
and to groups, which are containers that hold those objects.

The Delphix Administrator user can assign privileges to groups, dSources, and VDBs. Privileges are inherited,
meaning that privileges assigned to a group are effective for the dSources and VDBs contained in that group.

If a user does not have a privilege in relation to an object or group, then he or she has no visibility into that object or

group.

Roles and Privileges for Delphix Objects

Role

Owner

Provisioner

Object Privileges

Can provision VDBs from owned
dSources and VDBs

Can perform Virtual to Physical
(V2P) from owned dSources and
VDBs

Can access statistics on the
dSource, VDB, or snapshot such as
usage, history, and space
consumption

Can refresh or rollback VDBs

Can snapshot dSources and VDBs
Can start, stop, or re-start VDBs

Can access statistics on the
dSource, VDB, or snapshot such as
usage, history, and space
consumption

Can provision VDBs from dSources
and VDBs

Group Privileges

Can provision VDBs from all dSources
and VDBs in the group

Can refresh or rollback all VDBs in the
group

Can snapshot all dSources and VDBs
in the group

Can perform Virtual to Physical (V2P)
from owned dSources and VDBs

Can view Templates for policies.

Can not create, edit, or delete a policy
template from the policy page.

Can assign Owner privileges for
dSources and VDBs

Can access the same statistics as a
Provisioner, Data Operator, or Reader
Can start, stop, or re-start VDBs

Can access statistics on all dSources,
VDBs, or snapshots in the group such
as usage, history, and space
consumption

Can provision VDBs from all dSources
and VDBs in the group
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Data Operator Can access statistics on the Can access statistics on all dSources,
dSource, VDB, or snapshot such as VDBs, or snapshots in the group such
usage, history, and space as usage, history, and space
consumption consumption
Can refresh or rollback VDBs Can refresh or rollback all VDBs in the
Can snapshot dSources and VDBs group

Can snapshot all dSources and VDBs
in the group

Reader Can access statistics on the Can access statistics on all dSources,
dSource, VDB, or snapshot such as VDBs, or snapshots in the group such
usage, history, and space as usage, history, and space
consumption consumption

Self-Service Only « In the Delphix Self Service Ul this
user can:

+ Refresh

+ Restore

+ Bookmark

* Reset

+ Branch

« Stop/Activate
+ Share

Managing Groups

Creating groups helps you manage policies and privileges over objects within that group. When privileges are
created for users at the group level, those privileges apply to all objects of that type within the group. When new
objects are created or added to the group, the policies and privileges you have created at the group level will be
applied to them.

« Assigning Group and Object Ownership
« Adding and Deleting Groups

Authentication Mechanisms

Delphix supports a variety of authentication mechanisms to connect to several different interfaces and systems. For
example, you can connect via the Ul using the default users described above, or you can connect to the CLI using an
API token.

There are three categories of authentication-related to Delphix: the Delphix Ul, the Delphix CLI/API, and external
systems such as Kerberos access to connected source and target hosts. Below are detailed pages related to each of
these three sections:

« Ul Authentication:
+ Central Management
+ Username and password
« LDAP: Directory-based authentication to Delphix engines rather than the default local access
« Single Sign-on: Integration and support for identity providers to authenticate users on a per engine
basis using SAML2-SSO.
o CLI/API Authentication:
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+ Username and password
« Auto-authentication via SSH keys: to automatically sign in to the Delphix CLI without requiring user-
input credentials
« APl Tokens
« External systems:
+ Username and password

« SSH keys
«+ Kerberos: Authentication for environments and data sources using Kerberos

& Kerberos Support

Kerberos support is for access to connected environments, rather than the Delphix engine itself.
This is an advanced topic and will require a solid understanding of Delphix concepts and

architecture.

Related Topics

» User and Authentication Management
» Users and Groups

« Assigning Group and Object Ownership
« Adding and Deleting Groups
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Assigning Group and Object Ownership
This topic describes how to assign group and object ownership to users in the Delphix Domain.

Log into the Delphix Management application.

Select Manage > Users.

For an existing user, select a user then select the edit icon.

Click Next.

In the Privileges tab assign Owner or Provisioner rights for groups or objects within groups.

You do not have to assign a specific owner or auditor right for each object.

Click Next when finished.

7. For new users, refer to Users and Groups. When you click Submit, the User Profile manager will reload, and
then you can follow steps 4 - 6 to assign privileges.

akrwpnNE

o

Related Topics

» Users and Groups
» Adding and Deleting Groups
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Adding and Deleting Groups

This topic describes how to add and delete groups within the Delphix Domain.

(@ User terminology for Delphix Admin has been changed to Engine Admin.
The default domain user created on Delphix Engines is now admin instead of delphix_admin. When
engines created before 5.3.1 are upgraded to 5.3.1 or later they will retain their old username
'delphix_admin'. To avoid complications Delphix recommends creating users with an admin role and then

Disabling delphix_admin.

Adding a Group

=

Log into the Delphix Management application.

From the Manage menu, select Datasets.

Select the plus icon and then select Add Dataset Group.
Enter a Group Name and an optional description.

Click Add.

ok wnN

@ At Least One Group Must Exist

At least one group must always exist on the Delphix Engine in order to link a dSource. If you delete
the last group, you will need to create a new group in order to create a dSource.

Deleting a Group

1. Loginto the Delphix Management application as a user with Engine Admin privileges or
group OWNER privileges for the target group.

From the Datasets panel select the target group.

Click the Trash Canicon.

4. Click Delete.

w N

© Deleting Groups Containing Objects

A group cannot be deleted if it contains VDBs or dSources. All databases within a group must be deleted
prior to deleting the group.

Related Topics

« Users and Groups
+ Assigning Group and Object Ownership
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Managing System Administrators

This section describes how to manage your system administrators. Here, you can learn how to:
« Add a System Administrator

+ Delete or Suspend a System Administrator
+ Reinstate a System Administrator
+ Change Passwords

Adding a New System Administrator

1. Launch the Setup application.
2. From the Dashboard select the +icon located in the Users card next to the filter field.

Users 0

2
Username Email

sysadmin webtester] @smtptest.c..
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3. Enterthe required information.

Add User X

Authentication Type

Loca -

Credentials

Username

|smith
Password
reme—

Confinm Password

Ermail Address

jsmithigabe. com

User Detalls

First Nama
Last Hame
Phone (Wark)

Phone (Cell)

4. Click Save.

Deleting and Suspending System Administrators

1. Launch the Delphix Setup application and log in using the sysadmin (or another system administrator)
credentials.
2. Inthe User panel, click the user you want to suspend or delete.
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3. Suspend the user by clicking the pause icon ( I ).

Dashboard
Software Version o View Storage o Madify Time o Modify
Engine Time Zone
Current Varsion Us/Pacific UTG -08:00

m form 2018.12.
Dynamic Data Platform 2018.12.18.7 NTP Server
Build Date 172.16.101.11
Dec 18,2018 3:11:35 PM
Latest Version
201812187 S
M oaa 24,0068 Authentication o Modify
. Unassigned
Data Services Component . Unused Authentication Service
Lecal Authentication
Enable
Name ~ Size Usage A...
DiskZ1 B.00GE DATA
Disk2:2 B.00GE DATA . »
Users o Diskz-3 0068 DRTA Serviceability o Modify
+ E s 0 Web Proxy
Disabled
Usernarme Ermail Network 0 Madify
sysadmin webtester] @smiptest.c.. #Web proxy not configured
m Jemith@abe.com Network Interface
ens150 Phone Home
Interface Configured Dixabled
Yes

4. Once the user has been paused you can delete the user by clicking the trash can.

Users o

Username Email

sysadmin

webtester] @smtptest.c..

jsmith jsmith{@abec.com

+» /5]

5. From the Delete User dialog select Delete.

Delete User

Ara you sura you want b delete the salected user?

.

(@ suspending the sysadmin User
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The sysadmin user is a required user for the Delphix Engine. This user cannot be deleted but can be
suspended. Suspending the sysadmin user prevents that user from being able to log into Delphix Setup or

to the console via ssh.

Reinstating System Administrators

1. Launch the Delphix Setup application and login using system administrator credentials.
2. Inthe User panel, click on the name of the user you want to reinstate.

3. Reinstate the user by clicking the enable user icon ( > ).

Dashboard
Software Version 0 View

Engine

Gurrent Version
Dynarmic Data Platform 2018.12.18.7

Build Date
Dec 18,2018 3:11:35 PM

Latest Version
enzae7

Data Services Component

Enable
Users o
) v
Usarnarma Email
sysadmin webtester] @smiptest.c

Camin " jamingabcoo

Storage 0

W ==

. Unassigned

B vrused

Name ~ Size
Disk2:1 B.OOGE

Disk2:2 B.ODGE
Disk2:3 B.00GE

Network o
Network Interface
ens160

Interface Configured
Yes

Muodify

24.00GEB

Usage A...
DATA
DATA
DATA

Modify

Time O Maodify

Time Zone
us/Pacifie UTC -08:00

NTP Server
1721610111

Authentication o Modify

Authentication Service
Lacal Authentication

Serviceability o Modify

Wb Proxy
Disabled

AWeb

Phone Home
Disabled

Changing System Administrator Passwords

1. Launch the Delphix Setup application and log in using sysadmin level credentials.

Configuration- 173




Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

2. Inthe User panel, click the user whose password you want to change.

Dashboard
Software Version o View

Engine
Current Version
Dynamic Data Platform 2018.12.18.7

Build Date
Dec 18,2018 3:11:35 PM

Latest Version
Z01B.12.18.7

Data Services Component

Enable
Users o
+ nlA)e
Username Email
sysadmin webtester] @smitptest.c

jamith | jsmith@abe.com

Storage 0

. Data
B unassigned

. Unused

MName A Size
Diskz:1 8.00GB DATA
Disk2:2 B.00GE DATA
Disk2:3 B.00GE DATA

Network o
Network Interface
ens160

Interface Configured
Yes

Usage A...

Modify

24.00GE

Modify

Time @ Modify

Time Zone
US/Pacific UTC -08:00

NTP Server
1721610001

Authentication @ Modify

Authentication Service
Local Authentication

Serviceability o Modify

Web Proxy
Disabled

AWeb prowy not configured

Phone Home
Disabled

3. Select the Editicon.
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Edit User

Credentials

Username
jsmith

Password

Confirm Password

sREmEEES

Email Address

jsmithERabec.com

User Details

First Name

John

Last Name
Smith
Phone (Work)

Phona (Cell)

Phone (Home)

5. Click Save.

Adjust Session Timeout (Command-Line Only)

Configuring session timeout for System Setup users is not available in the GUI. As such, the only method is via CLI

using the commands below.
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Delphix> user
Delphix user> select sysadmin
Delphix user 'sysadmin'> 1s
Properties
type: User
name: sysadmin
apiUser: true
authenticationType: NATIVE
emailAddress: user.name@domain.com
enabled: true
firstName: (unset)
homePhoneNumber: (unset)
isDefault: true
lastName: (unset)
locale: en-US
mobilePhoneNumber: (unset)
passwordUpdateRequest: NONE
principal: sysadmin
publicKey: (empty)
reference: USER-1
sessionTimeout: 30min
userType: SYSTEM
workPhoneNumber: (unset)

Operations

delete

update

disable

enable

updateCredential

Delphix user 'sysadmin'> update

Delphix user 'sysadmin' update *> set sessionTimeout=180
Delphix user 'sysadmin' update x> commit

Related Topics

» User and Authentication Management
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Managing Delphix Users
This section describes how to manage users. Here, you can learn how to:

« Add Users

« Edit, Delete and Suspend Users
» Manage Profile Information

« Delphix User Account Lockouts

Adding Users

Prerequisites

If you intend to validate user logins using LDAP authentication, make sure a system administrator has configured
LDAP.

Procedure

1. Launch the Delphix Management application.

Click Manage.

Select Users.

Click plusicon to Add User.

Enter the mandatory fields Username, Email Address, and New Password for the new user.

ok wnN

(@ Rules for creating a username

Your username:
« must be between 1 to 256 characters
« can be just letters, just numbers, or just any of the following special characters (_, -, ., @) or
a combination of all of these. For example, a username could be just "@".
« can start with any of the above-listed characters and is case-sensitive.
Your password has no restrictions.

Select the User Type.

Click Next.

In the Privileges tab enter the privileges for the user.
Click Next and review the summary.

10. Click Submit.

LN

(@ Assigning Owner and Provisioner Privileges

Assigning owner privileges at the group level conveys ownership privileges over all objects in that group.
Click the expand icon next to each group name to see all objects in that group.

You can also assign ownership privileges only for specific objects in a group. You do not have to assign
owner or auditor privileges for all Delphix objects, only those for which you want to grant the user-specific
access.

Editing, Deleting and Suspending Users

@ Thedelphix_admin user

The user named delphix_admin cannot be deleted since this is a user created by the Delphix Engine.
However, you can suspend it.
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Launch the Delphix Management application.
Select Manage > Users.

Click the user's name to open the user's profile panel.
Click the disable icon to disable the user.

Click the trash can icon to delete the user.

o rdE

®

Deleting a user cannot be undone.

Managing Individual Profile Information

After logging in, click your name in the menu bar.

Click Profile.

Edit profile information as necessary.

Select options for the event level that will trigger a notification email.

Select a time period for the Session Timeout.

Click Password to edit your password.

Click OK when finished.

Click Privileges to see your privileges (Auditor or Owner) for Delphix objects.

Nk~ WN

Delphix User Account Lockouts

User Account Lockouts

This feature applies to all kinds of users -- Delphix and LDAP. It also applies to usernames that do not correspond to
any user in the system. A user who enters a wrong password three times in a row is "locked out" (i.e., unable to
continue attempting to log in) for an initial period of 30 seconds. After three more bad login attempts, the user must
wait 60 seconds, then 90 seconds, and so on.

Troubleshooting a User Account Lockout

The initial wait time for any future lockouts is reset to 30 seconds when the user successfully logs in or when an
administrator resets the user's password. When an administrator resets a locked-out user's password, the user can
immediately attempt to log in.

Related Topics

« User and Authentication Management
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Managing Individual Profile Information

This topic describes how individual users can manage personal settings such as personal information, passwords,
event notifications, and session timeouts. It also describes how users can view their privileges for Delphix objects.

Procedure

1.

N~ W

After logging in, click your name in the menu bar.

Click Profile.

Edit profile information as necessary.

Select options for the event level that will trigger a notification email.

Select a time period for Session Timeout.

Click Password to edit your password.

Click OK when finished.

Click Privileges to see your privileges (Auditor or Owner) for Delphix objects.
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Authentication Mechanisms

There are various authentication mechanisms that Delphix supports besides signing in via username and password
to engines via the GUI, CLI or API. Below, you’ll find documentation for the following capabilities:

« Auto-authentication via SSH keys: to automatically sign in to the Delphix CLI without requiring user-input
credentials

« LDAP: Directory-based authentication to Delphix engines rather than the default local access

« Single Sign-on: Integration and support for identity providers to authenticate users

+ Kerberos: Authentication for environments and data sources using Kerberos

& Kerberos Support

Kerberos support is for access to connected environments, rather than the Delphix Engine itself. This is an
advanced topic and will require a solid understanding of Delphix concepts and architecture.

How to Setup Auto-authentication

« How to Setup Auto-authentication

» Configuring and using LDAP with the Delphix Engine
« Configuring Single Sign-on

+ Configuring and Managing Kerberos
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Configuring and Managing Kerberos

() Version 6.0.7.0 or Later Recommended for Kerberos

Any Delphix Engine intending to leverage Kerberos credentials should be running version 6.0.7.0 or later.
Versions 6.0.0.0-6.0.6.1 may encounter issues in authentication ticket renewal, causing Environment and
Dataset job failures. More information can be found in this Delphix Knowledge Base article.

This section covers the following topics:

+ Delphix Kerberos Implementation
« SSH Implementation

« Kerberos Requirements

« Configuring Kerberos
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Delphix Kerberos Implementation

() Version 6.0.7.0 or Later Recommended for Kerberos

Any Delphix Engine intending to leverage Kerberos credentials should be running version 6.0.7.0 or later.
Versions 6.0.0.0-6.0.6.1 may encounter issues in authentication ticket renewal, causing Environment and
Dataset job failures. More information can be found in this Delphix Knowledge Base article.

Shared Infrastructure/Ticket Management

The Delphix Engine (DE) has a single Kerberos principal shared between all connections to the host (SSH, ASE JDBC,
etc).

Overview of the Authentication Process

Kerberos Domain
Controller (KDC)

Acquire lckel

Authenticate with cached

Kerberized client ficket

(DE)

Kerberized target

1. Theclient acquires a ticket from the Kerberos Domain Controller (KDC) (e.g kinit <principal>) which it stores
locally.

2. Theclient uses a ticket from KDC to authenticate with the target (e.g., ssh- or JDBC authentication using
gssapi to pass the cached ticket acquired in step 1).

Kerberos Master/Replica KDCs

Kerberos supports a master/replica system with multiple KDCs running on different hosts. This is used for High
Availability (HA) or to provide faster service via a local node in dispersed network environments. Delphix supports a
list of KDCs for the Kerberos realm to which it has been joined.

Delphix Infrastructure to Support the Authentication Process

Kerberized Environment User

Delphix has introduced a KerberosCredential type that indicates the global Kerberos principal to be used for
authentication, rather than user-specific credentials.

Keytab Based Authentication

It is possible to use kinit with a keytab file instead of password-based authentication to acquire tickets. This is
similar in principle to passwordless SSH authentication and allows Delphix to function in the customer’s
environment without storing any passwords on the Delphix Engine. It does, however, put us at the mercy of the
customer’s keytab expiration policy.

The Delphix Engine creates a background thread that periodically checks the expiration of the cached Kerberos
credentials. If the credentials have expired, it calls kinit using the keytab that was provided.
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Keytab File Storage

Keytab file data is sent via a web service APl as a Base64 encoded string. This is then decoded back to the binary file
and persisted on local storage on the Delphix Engine with root user ownership permissions.

Default Behavior

Default Kerberos ticket refresh configuration:

« Delphix checks if the TGT-cached Kerberos ticket should be refreshed every hour.
» The TGT-cached ticket for the global Delphix principal will be refreshed if it expires in less than two hours.
The default values can be changed by Delphix Support.
Related Topics

+ Configuring and Managing Kerberos
+ Kerberos Requirements
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SSH Implementation

The management stack uses sshj+gssapi to pass already-generated Kerberos tickets to the Kerberized sshd on the
source/target side if prompted to do so by the end-user passing a Kerberized environment user to existing wrapper
functions.

& The only thing changing from password-based or regular passwordless SSH authentication is the
authentication step. Command execution remains unchanged.

KrbS server

Sourceftarget host \ Delphix Engine

sshd ~l Marmt slack

r"r"-d-

=4 sshj+gssapi

SAP ASE, Oracle, and DB2 Connections

Delphix connects to SAP ASE, Oracle, and DB2 instances using the two listed mechanisms below. This example
configuration uses an SAP ASE instance.

« viaisqgl process
» viathe jConnect JDBC driver
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Krb5 KDC host Black lines indicate
network flows.
Red lines indicate binary
MIT Krb5 dependencias,
Server
Target Host Delphix Engine

ASE

Instance “‘—\\\

Delphix app

stack

——— jConnect JDBC driver
— ]

|

o D ;35
X
GS“la'l‘IKerb GSS/Kerb

libs

When connecting via isql Delphix uses the “-V” parameter rather than specifying a username/password. The “-V”
option uses the Kerberos principal in the current user’s cached credentials file. Delphix relies on the end customer
to configure this appropriately for their environment (for example, the cached credentials could be populated by a

PAM module during login). Delphix also expects that the KRB5CCNAME is set appropriately or the credential cache
is in the host default location.

When connecting via JDBC, Delphix uses additional connection
options: REQUEST_KERBEROS_SESSION=true&SERVICE_PRINCIPAL_NAME=<ASE Instance SPN>.

By default, the instance Service Principal Name (SPN) is identical to the instance name for authentication. Delphix
allows the instance SPN to be manually set on a per-repository basis to allow for non-default values. The jConnect
JDBC driver connects using the cached credentials that were obtained as described in the Shared infrastructure/
Ticket Management section.

For example, if the instance name is ASE_INSTANCE_1 and has been configured to use REALM.COM , then the

instance will attempt to authenticate with the KDC using ASE_INSTANCE_1@REALM.COM . However, this is
configurable and can be specified either via an environment variable or a command-line option to the data server

process. If an environment variable is used to configure the SPN, the instance must be manually discovered via web
service APIs or the Delphix CLI.
Related Topics

« Configuring and Managing Kerberos
« Configuration
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Kerberos Requirements

Prerequisites
Basic requirements prior to the configuration:

« MIT Kerberos 1.4.4 KDC
« Kerberos REALM name

+ Global Kerberos principal name (specified without trailing @REALM name)

+ Global Kerberos principal keytab data encoded as a base 64 string
« KDC hostnames and port numbers (one or more in priority list order)

Environment Requirements

(@ Version 6.0.7.0 or Later Recommended for Kerberos

Any Delphix Engine intending to leverage Kerberos credentials should be running version 6.0.7.0 or later.
Versions 6.0.0.0-6.0.6.1 may encounter issues in authentication ticket renewal, causing Environment and
Dataset job failures. More information can be found in this Delphix Knowledge Base article.

The following hosts and software versions are required:
« Asource host with the following configuration:

° Arunning ASE, Oracle, or DB2 instance.

o Adatabase to link from and its corresponding full database dump.

o The Delphix principal is able to access the instance and SSH onto the host .

> The credential cache for the Delphix principal is populated and kept current. The environment variable

KRB5CCNAME is set to the location for a credential cache. Login to the Adaptive Servervia " isql_r64
-V -R<spn> -S<servername> "or "isql_r -V -R<spn> -S<servername> "orotherwise
make sure that " isql " pointsto either" isql_r64 or disql_r "sothat" "isql -V -R<spn>

-S<servername>" works.

« Astaging host with the following configuration:

° Arunning ASE, Oracle, or DB2 instance with the same version as the source instance.
° The Delphix principal is able to access the instance and SSH onto the host .
° The credential cache for the Delphix principal is populated and kept current. The environment variable

KRB5CCNAME is set to the location for a credential cache. Login to the Adaptive Servervia " isql_r64
-V -R<spn> -S<servername> "or " isql_r -V —-R<spn> -S<servername> "orotherwise
make sure that " isql " pointstoeither" isql_r64 or isql_r "sothat" "isql -V —-R<spn>

-S<servername>" works.

+ Atarget host to create a VDB on. Configuration details:

> Arunning ASE, Oracle, or DB2 instance with the same version as the source instance.
> The Delphix principal is able to access the instance and SSH onto the host.
> The credential cache for the Delphix principal is populated and kept current. The environment variable

KRB5CCNAME is set to the location for a credential cache. Login to the Adaptive Servervia " isql_r64

-V -R<spn> -S<servername> "or "isql_r -V —-R<spn> -S<servername> "orotherwise
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make sure that " isql " points to either" isql_r64 or +isql_r "sothat" "isql -V -R<spn>

-S<servername>" works.

Supported Databases and Kerberos Configurations
For detailed Kerberos support please refer to Kerberos Support Matrix.

Delphix Engine 5.3.2.0 is the first generally available customer release to support Kerberos on a subset of supported
0OS' with SAP ASE, Oracle, and DB2 databases.

& With the Delphix Engine 5.3.2.0 release, many of the previously unsupported GUI functions now function
when Kerberos is enabled. See Configuring Kerberos via the Ul below for details, including limitations.

Related Topics

« Configuring and Managing Kerberos
+ Add a Kerberos Environment
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Configuring Kerberos
This section covers the following topics:

« Configuring Kerberos during Engine Setup
« Add a Kerberos Environment
« Adding and Linking a dSource
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Configuring Kerberos during Engine Setup

() Version 6.0.7.0 or Later Recommended for Kerberos

Any Delphix Engine intending to leverage Kerberos credentials should be running version 6.0.7.0 or later.
Versions 6.0.0.0-6.0.6.1 may encounter issues in authentication ticket renewal, causing Environment and
Dataset job failures. More information can be found in this Delphix Knowledge Base article.

A Kerberos step has been added to the setup wizard allowing users to use Kerberos authentication.

If a user enters data on the Kerberos form and then unchecks the Use Kerberos authentication checkbox, the
information remains on the form. The entered information will remain even if the user checks the Use Kerberos
authentication checkbox again.

1. From the Delphix Setup wizard Welcome screen select Next.

2. Complete the following tabs as you normally would.

3. Inthe Kerberos tab select the Use Kerberos authentication checkbox.
4. Complete the following fields:

+ Realm
« Principal
+ Keytab
DELPHIX SETUF
Delphix Setup
Vislcome Kerberos
@ Use Kerberos authentication bo communicate with remote hosis
Administraions Kerberos Key Distribution Center host(s)
+ @
fime Hostname Port
kerberas-02 delphiv.com &8
Heabwork
Neebwork Security
Realm
Storage
DELPHR(.COM
Sendceatility Principal
sybase
Authentication
Koytab
BOIAAAN A FEISVIUEDANAAZ VY C2UAAAABWIORKIGRAE ASY MINAMEYBSCOW + Be PCKS SS9+ wBahAAAABAAIE RUXGSETY LKNPTQAGCIIN XNIAAAAAV]S
®  Kerberos A
¥ Y EAAEACHMLEWIQnDH
Regstration @
Summany

5. Then select Next.
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DELPHIX

Delphix Setup

Wekome

Administrators

6. Confirm your selections and select Submit.

Default Accounts

Engine Admindstrator
Admin

Systom Administrator

Authertication Service
Local Authenticaion
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Registration
Engine UUID

S64D20C4-E707-FDES-DOES-AECESIBE0IAE

Status

Current Tire
Jan 1. 3019 24128 P

Netwaork

Hatwedh Irtarace Kerberos

ens180 Use Korberos suthertication
Yeos

Intertace Configured

Yes Realm
DELFHIX COM

Jumibe Frames Ensbled

Mo Principal
sybase

iP Address Type
OHCE

Haorbarcd Koy Distribution Center hoat(s)

sysadmn Unknemn BgiSaraLion stans
Timas Systom Administrator Emall Storage
[aspal sumalosphis com
Ngtwork Serviceability
Web Proxy
Marwark Secury Disabied
AW pro
Storage
Phone Home W oaa 240068
Disaind Unassigned
Serdceasilty = -
Unused
rlick Anal
Authenticancn prareles Analyres Name ~ sizn Usage Assignment
Diskz:1 B.00GE DATA
— Diskz:2 B.00GE DATA
areros
SMTP Server Dask2:3 B.00GE DATA
Disaiog
Regstration ASMTP not configursd « ancionalily naduced: Mot sils 1> send or neceive svents and nodfioaton Time
Time Zorw
&  Sumi Authentication USPacific UTC -08:00

Editing Kerberos Configuration Settings
To edit your configuration settings after setup, login as a sysadmin user and complete the following steps:

1. From the Preferences menu select Kerberos Configuration.

DELPHIX SETUFP Dashboard  Preferences  SupportBundle  Help

SUpport Access

Dashboard

Syslog Configuration

Software Version 0 SNMP Configuration Vi
Splunk Configuration

Engine
i kerberos Configuration
Current Version
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2. Edit the Kerberos Configuration dialog window as required.

Kerberos Configuration X
Kerberos Key Distribution Center host(s)
+ @
Hostname Port
kerberos-02.delphix.com 88
Realm
DELPHIX.COM
Principal
sybase
Keytab

3. Click Save.

Related Topics

» Configuring and Managing Kerberos
» Delphix Kerberos Implementation
« Kerberos Requirements

Configuration- 191



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Add a Kerberos Environment

®

Version 6.0.7.0 or Later Recommended for Kerberos

Any Delphix Engine intending to leverage Kerberos credentials should be running version 6.0.7.0 or later.
Versions 6.0.0.0-6.0.6.1 may encounter issues in authentication ticket renewal, causing Environment and
Dataset job failures. More information can be found in this Delphix Knowledge Base article.

Itis possible to create a Unix/Linux Standalone environment with Kerberos authentication.

o0k wnN

7.

Login to the Delphix Management application as an admin.

From the Manage menu select Environments .

Then click on the plus icon to open a wizard to create a new environment.

Select your Host OS and Server Type, then select Next.

Under Login Type select Kerberos Authentication.

If Discover SAP ASE is enabled, ASE DB Kerberos authentication will be available, select Kerberos
Authentication.

Discover SAP ASE
Enabled

Login Type
Usermame and Password
O Kerberos Authentication

Principal
sybase

Select Submit.

Changing the Environment User

1.

ol wn

Login to the Delphix Management application as an admin.

From the Manage menu select Environments .

Select an Environment, the Details tab allows you to see Environment information.

On the grid of Environment Users, you can see existing users. Click the plus icon, to add a new user.

Itis now possible to create a user with Kerberos Authentication. There can only be one Kerberos user per
environment. The Principal is taken to the Kerberos Configuration.

Itis possible to set the Kerberos user as Primary.

Changing SAP ASE DB User and DB Password

1.
2.
3.

Login to the Delphix Management application as an admin.
From the Manage menu select Environments .
Select an Environment, the Details tab allows you to see Environment information.
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4. Click SAP ASE Information pencil icon.

SAP ASE Information Vi
DB User sybase

Motes V.

5. Click the edit icon and edit ASE DB User and ASE DB Password.
6. Click the checkmark to save.

Updating Environment Notes

1. Login to the Delphix Management application as an admin.

From the Manage menu select Environments .

Select an Environment, the Details tab allows you to see Environment information.
Under SAP ASE Information , you can see Notes. To edit click the pencilicon.
Click the checkmark to save.

ol wn

Changing Host Address, SSH Port Number and Toolkit Path

1. Login to the Delphix Management application as an admin.

2. From the Manage menu select Environments.

3. Select an Environment, the Details tab allows you to see Environment information.

4. Click the pencilicon located next to Attributes to edit the Host Address or SSH Port number or Toolkit
Path .

5. Select the checkmark to save.

Related Topics

« Configuring and Managing Kerberos
« Kerberos Requirements
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Adding and Linking a dSource

Adding a dSource

1. Login to the Delphix Management application as an admin.
2. From the Manage menu select Environments.
3. Select an Environment and click the Databases tab. This tab provides details on all the available

repositories.
4. Click onthe Add dSource link.
DELPHIX M
Environments . E2 jtor-kerb-sre.de2.delphix.com # O e
Details Databases
T e
Installations te | Add Dataset Home

P jtor-kerb-src.de2 delphix.com

~ RHG65_ASE16_SP02_S1
2 jtor-kerb-1gtde? delphix.com

Installation Details # Databases
Allow Provisioning § bells
Yes
. Allow Linking ra
Use as Staging Enabled
Mo S
Version
. . .
5. Click on a Data Source, then select Kerberos Authentication.
Add dSource x
& Source Source
Select an available environment /data source 1o connect to your dSource
dSource Configuration Data Seurce ‘I'Z’D";"Poz oros
; e T Source Environment
Dala Manegament jtor-kerb-sre.de2. delphix.com
= fm!_ﬁle_thue_frn\]u . Data Type
Palicies jtor-kerb-sre.de2 delphix.com SAP ASE
SAP ASE 16. PLOS
Instance
Haolka = one_file_sep_log RHES_ASE16_SP02_S]
|trj||'-k.er|:.r-s.rc.dc2 delphix.com Database
Summary AT RS TR e one_file_three_frags
= delphix Page Size
4096

por-kerb-sre.de2. delphix.com

Environment User

bells sybase (Kerberos) -

L

jtor-kerb-sre.de2. delphix. com
P " Login Type

Username and Password
© Kerberos Authentication

Frincipal
sybase

6. Complete all remaining fields, and then click Submit.

Linking a dSource

1. Login to the Delphix Management application as an admin.
2. From the Manage menu select Datasets.
3. Select a Dataset.
4. From the Actions menu located on the top-right select Link dSource.
Allinformation in the Link dSource screen is automatically filled in with the data you previously selected.
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Related Topics

» Configuring and Managing Kerberos
« Kerberos Requirements
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How to Setup Auto-authentication

Generally, users need to enter a username and password when logging into the Delphix CLI. There are situations in
which users may find entering a password cumbersome, or manual password entry may not be possible. These
situations can be alleviated by setting up auto-authentication for the Delphix CLI.

There are two basic steps:

1. Generate a public and Private RSA key pair.
2. Register the public key with the specific Delphix Engine user.

There are two methods available:

o PUTTY
+ OpenSSH with OpenSSL

If the examples provided do not work for you, you may need to consult your SSH documentation, we can only
provide support for the Delphix Engine side of the connection. In both examples we grant password less login to
the sysadmin user to host Delphix5010.

Using PuTTY
You will need both putty.exe and puttygen.exe for this.
Launch puttygen.exe

Set the Type of key to generate to SSH-2 RSA and the Number of bites in generated key to a suitable value such
as 2048. Click Generate

Once it has generated the key pair, leave the password fields blank and save the public and private keys to file.

Add the full contents of the public key to each Delphix Engine user you want to allow automatic login for.

Delphix5010> user

Delphix5010 user> select sysadmin

Delphix5010 user 'sysadmin'> update

Delphix5010 user 'sysadmin'update> set publicKey="ssh-rsa
AAAAB3NzaClyc2EAAAABIQAAAQEAjdQYr1WU6UPr6FZqyt3eKNJEkAe8IdKQ8hcuBWa3HVRVmUuvOLykm5AYQl
IWOB33aWusr0o+2FVTzt3/6G11LCf7wfhCSh1IsYgwgmHeEG]jixK5tacFCD8r+8dALaX1lv8uOlddKOA2LPXbCC
CIRL7IYyVEnlSbUFY8s+E/
2R30wy5XSbLILE1e15m11QPOyUuQddAh25ruWR+1HHSAWG3p+wofOh617czkEcq7fPjtAZvivX90e8Ggt6IQ8b
v6td7aJWObU2Y9YYOHLLHot7NQ4AT/
OtXSRKAG8sIdL7tY9hbHMNHRftCLzfn7mL+Qk8TjUYNni3JGB4VyiObmkj6nHQ== rsa-key-20160309"
Delphix5010 user 'sysadmin'update> commit

1. In Putty, create a profile that uses the private key. In the PUuTTY Connection settings set SSH > Auth >Private
key file for authentication to the private key file you just generated

2. Next, still in the PuTTY Connection settings set Data > Auto-login username to sysadmin@SYSTEM .
3. Testthe connection by setting the connection hostname as you normally would for PuTTY and click Open.

Connection > SSH . Auth
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Using OpenSSH with Open SSL

Generally, OpenSSH will already have default public and private keys that can be used, if not (or the default keys are
password locked) you can create them this way. OpenSSL is required but OpenSSH will take care of the background
OpenSSL stuff for you.

1. Create your RSA key pair to a bit length suitable for your security needs (2048 is commonly required for
recent security audits)

$ ssh-keygen -b 2048 -t rsa -P ' ' -f /etc/ssh/ssh_host_rsa_key

Results in a matching public file called /etc/ssh/ssh_host_rsa_key.pub
If you want to create different key pairs, just specify a different file path.

2. Add the full contents of the publickey ( /etc/ssh/ssh_host_rsa_key.pub inthisexample) to each
Delphix Engine user you want to allow automatic login for.

Delphix5010> user

Delphix5010 user> select sysadmin

Delphix5010 user 'sysadmin'> update

Delphix5010 user 'sysadmin'update> set publicKey="ssh-rsa
AAAAB3NzaClyc2EAAAABIQAAAQEAjdQYr1WU6UPr6FZqyt3eKNIJEkAe8IdKQ8hcuBWa3HVRVmMUuvOLykm5AYQLl
IWOB33aWusr@o+2FVTzt3/6G11LCf7TwfhCSh1JsYgwgmHeEG]ixK5tacFCD8r+8dALaX1lv8uOlddKOA2LPXbCC
CIRL7IYyVEN1SbUFY8s+E/
2R30owy5XSbLILE1e15m11QPOyUuQddAh25ruWR+1HHSAWG3p+wofOh617czkEcq7fPjtAZvivX90e8Ggt6IQ8b
v6td7aJWObU2Y9YYOHLLHOt7NQ4AT/
OtXSRKAG8sIdL7tYIhbHMNHRftCLZfn7mL+Qk8TjUYNni3JGB4VyiObmkj6nHQ== rsa-key-20160309"
Delphix5010 user 'sysadmin' update> commit

3. Test no password login on the command line from your client.

$ ssh -i /etc/ssh/ssh_host_rsa_key sysadmin@Delphix5010

Related Topics

+ Configuration
+ SSH Implementation
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Configuring and using LDAP with the Delphix Engine
Using LDAP with the Delphix Engine requires the following:

« configure the Delphix Engine to use LDAP

+ add LDAP users in the Delphix Management application
Configuring LDAP on the Delphix Engine

1. From the Delphix Setup application configure LDAP server with the Delphix Engine by selecting Modify in the
Authentication section.

DELPHIX SETUF Dashboard  Preferences  SupporiBundie  Help

Dashboard
Software Version o View Storage o Modity Tirne o Modify

Engine Time Zone

Carren! Wersion usyPacific UTGC -08-:00
Drynaemic Data Flatform 2015.12.18.7 )
TP Server
Buid Date 1721800111
Des 18 2018 31135 PM

Latest Version

HIBIZIET | EED 24 0008 Authentication o
Bl unassioned

Dada Senvices Compament B vrused Mwthentication Service
Local authentication
Enable
Hame ~ Size Usage Assqn..

Deska:1 B.00GE DATA

2. Enter the information about the LDAP Authentication Server.

This must be an LDAP server that is configured for authentication. This information should come from the LDAP
admin who runs the server. As a general rule only use simple auth. If using SSL/TLS typically use port 636 and
import a certificate. If not using SSL/TLS, use port 389 and you will not need a certificate. If the remote LDAP server
has disabled anonymous access and the user is trying to use SSL/TLS, the user will be unable to import the
certificate. If this occurs file a support case so that Delphix Support can help manually upload the certificate.

Test Connect will issue an anonymous login request to the LDAP server. If the LDAP server has disabled anonymous
access the test will fail. Test the server by adding a valid LDAP user and try logging in.

Authentication X

Configure an LDAP sarver if you would like 1o vse your existing LDAP usars.

Use LDAP
LOAP Server Port

L. 1]

Pratéct LDWP Irafic with SSLTLS

=

3. After updating the information and clicking the Save button, the Authentication Service section should reflect the
proper information.
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Create a new LDAP User account

1. Login to the Delphix Management application and go to Manage > Users to add a new user.

Dashboard

Environments
Datasets

Folicies

VDB Config Templates
Hook Templates

Toolkits

2. Inthe Users screen, click the Add User icon ( + ) and choose LDAP as the Authentication Type.

Add User
® User User
Authentication Type
Privileges Local -

Local

Summary .
LDAP

3. Fill out the data fields and decide if the user will be a Delphix Admin. For more info on the Delphix
Admin setting please see Managing System Administrators. When adding the principal, it is mandatory
to specify the entire DN of the user to be added.

Each entry in an LDAP tree has a unique identifier; its Distinguished Name (DN). This consists of its Relative
Distinguished Name (RDN), constructed from some attribute(s) in the entry, follow the parent entry's DN. Think of
the DN as the full file path and the RDN as its relative filename in its parent folder (e.g. if /ffoo/bar/myfile.txt is the DN
then myfile.txt would be the RDN). Some users prefer to use the term fully qualified DN to emphasize that a proper
DN should include all of the components.

Example of LDAP Tree in which the base is:

dc=example,dc=com

and people are stored in a People subtree with RDN:
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ou=people
and each individual is keyed by the cn (common name) attribute.

An example DN in this case would be: cn=Tony,ou=people,dc=example,dc=com

When adding an LDAP user you will be asked for the following information:

« Principal - which is the DN from above
+ email address
« username - used to login into Delphix

A password is no longer required because it will authenticate against the password already stored in the LDAP
entry, which is presumably known to the individual already. It is probably best if someone familiar with the LDAP
tree and using it for authentication were involved at least initially to help understand how to describe the fully
qualified DN for users.

Using Microsoft AD as an LDAP server

Using Microsoft AD as a modified LDAP server is also possible. Microsoft AD allows some shortcuts in the
specification of the DN when binding.

Examples:

+ <domain>\<user logon name>
+ <user logon name>@<domain>.com

As with generic LDAP, it is probably best if someone familiar with using the AD LDAP instance for authentication was
involved.

User

User Type

Standard User -

Authentication Type

LDAP -

Principal

delphix\jwatson

Username

jwatson

Email Address

john.watson@ delphix.con’i

When users log in, they will enter the username as chosen above, and the password that matches the principal
entered above.
Related Topics

» Configuration
» User and Authentication Management
+ Authentication Mechanisms
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Configuring Single Sign-on

This section provides instructions on how to setup Single Sign-on (SSO) on the 5.3.3+ Delphix Engine. Delphix
Engines (Masking and Virtualization) version 5.3.3+ support authentication via the SAML 2.0 standard (SP initiated
and Idp Initiated). SLO (Single log-out) is not supported, that is logging out of a Delphix Engine will not terminate
sessions on other Delphix Engines and will not terminate the IdP session.

Identity Provider Configuration

The steps to configure your Identity Provider (IdP) are specific to each IdP product, such as Okta, OnelLogin, and
PingFederate. The terminology may vary, but you will need to create one SAML 2.0 application (or SP connection)
for each Delphix Engine, The engine does not expose a metadata document. The following attributes must be
entered :

« ACS URL (Assertion Consumer Service URL): http(s)://<delphix-engine>/sso/response
Delphix strongly recommends that HTTPS be used instead of HTTP for all Ul and APl communication with
the Delphix Engine. If you are planning to use HTTPS or the automatic HTTP to HTTPS redirect, use
the https:// scheme in the ACS URL, otherwise use the http:// scheme. Refer to the Changing HTTP and
HTTPS Web Connections on how to set up HTTPS.

« SAML Bindings: Delphix engines support the POST and Redirect bindings.

« Audience Restriction (SP entity ID, Partner’s Entity ID): The audience restriction must be set to the
Delphix Server ID. It is a 36-character hexadecimal string of the form XXXXXXXX-XXXX-XXXX-XXXXXXXXXXXX. The
Delphix Server ID is shown in the information section in the SAML/SSO settings block in the server setup app.
Or refer to Determining the Delphix Server ID and Host Name to find the Delphix Server ID.
If the Delphix Engine does not exist or is unreachable, you can enter a temporary value (such as delphix-sp-
id) which must later be replaced by the actual Delphix Server ID.

« Signature policy:

° The Delphix Engine does not sign authentication requests.

° The Delphix Engine requires that either the responses or the assertions be signed (or both). There is no
difference whether the responses or assertions are chosen for signing, but either the responses or the
assertions must be signed.

« Name ID: The SAML NamelD attribute must be set to the email address of the user. See User Management
When SSO is Enabled below.
for more information.

The SP initiated flow must be enabled in the IdP.

New Engine Configuration

Follow this procedure if you are installing a new Delphix Engine.

1. Connect to the Delphix Engine at http://<Delphix Engine>/login/

index.html#serverSetup .

The Delphix Setup application will launch when you connect to the server.

2. Enteryour sysadmin login credentials, which initially defaults to the username sysadmin, with the initial
default password of sysadmin.

3. Inthe Authentication step of the Delphix Setup wizard, check the use SAML/SSO box, and enter the IdP
metadata. The IdP metadata is an XML document that must be exported from the application created in
your IdP (see Identity Provider Configuration).

4. Complete the remaining setup steps as usual.
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Existing Engine Configuration

Follow this procedure if you want to enable SSO on an already configured engine.

1. Connectto the Delphix Engine at http://<Delphix Engine>/login/

index.html#serverSetup.

The Delphix Setup application will launch when you connect to the server.
2. Enter your sysadmin login credentials.
3. Inthe Authentication tile select Modify.

Authentication ©

Authentication Service
Local Authentication

4. Inthe Authentication dialog check the use SAML/SSO box, enter the IdP metadata. The IdP metadata is an
XML document that must be exported from the application created in your IdP (see Identity Provider
Configuration).

& Engine Type

If this is an upgraded engine, make sure the engine type is set from the banner of the ServerSetup
application dashboard.

DELPHIX SETUF Dashboard  Preferences  Support Bundie  Help

Engine Type is not set
Please specify tha Engine Type (Virtualization or Masking). Choosing "Masking” will turn on the Masking service if not already running.

Update Engine Type

User Management When SSO is Enabled

Access to the Delphix Setup application is not affected by the use of SSO, it only affects access to the Delphix
Management Application and Masking Application.

When SSO is enabled, authentication to the Delphix Management Application or Masking Application Uls is
performed via SAML/SSO instead of a combination of username and password. Non-administrators can no longer
change their email address.

An administrator must create a Delphix user for each user to whom access via SSO must be granted. The Delphix
user can be used to assign roles and permissions. The email address of the Delphix user is used to match users
authenticated via SAML/SSO and must be set to the exact value defined in the IdP. This same value is used in the
NamelD attribute of the SAML response. Supported NamelD formats

are urn:oasis:names:tc:SAML:1.1:nameid-

format:unspecified and urn:oasis:names:tc:SAML:1.1:nameid-format:emailAddress .

If multiple Delphix users share an email address, all Delphix users will have access to the SAML/SSO session.
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APl Access

Neither the APl access for use in scripts and integrations nor the Virtualization CLI access requires SSO. Instead,
username and password (optionally with LDAP integration) authentication must be used for APl or CLI access. When
SSO is enabled on a Delphix Engine, new users by default will have no APl access and no password. Administrators
can enable APl access for any user through the User Management or Masking Uls. The user’s password or LDAP
credentials are used for APl authentication.

Users created before enabling SSO will maintain their API access enabled. Users with APl access but no email
address are useful for scripts or integration via the API - they cannot be used to login via the Ul. When SSO is
enabled, only administrators can change or set email addresses.

A user with APl access may also login via SAML into an SSO enabled engine through the Ul when they have an email
set.
Troubleshooting

If authentication via SSO fails with a message stating that the Issue time is either too old or in the future, the error is
due to the time on the Delphix Engine not being in sync with the time of the Identity provider server. If the time on
the Delphix Engine is not correct, correct the time settings manually or configure NTP.

Note that the allowed time skew is 2 minutes that is currently not adjustable.

Related Topics

« Configuration
« User and Authentication Management
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Network and DNS Management

You may want to manage and configure certain network services, such as DNS, for Delphix. Here we specify general
network and connectivity requirements, as well as detail how you can test network performance. General Network
and Connectivity Requirements.

This section covers the following topics:

+ General Network and Connectivity Requirements

» Network Performance Configuration Options

+ Determining the Delphix Server ID and Host Name

+ Configuring Multiple DNS Domain Names in DNS Search List
» How to Change the IP Address of the Delphix Engine

+ How to Change the Hostname of the Delphix Engine

« Configuring a Second Network Interface

Configuration- 204



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

General Network and Connectivity Requirements

This topic covers the general network and connectivity requirements for the Delphix Engine, including connection
requirements, port allocation, and firewall and Intrusion Detection System (IDS) considerations. For platform-
specific network and connectivity requirements, see the relevant topics under the Requirements section for each

platform.

General Outbound from the Delphix Engine Port Allocation

Protocol

TCP

TCP/UDP

ubP

ubP

TCP

TCP/UDP

TCP

TCP

Port Numbers

25

53

123

162

443

636

8415

50001

Use

Connection to a local SMTP server for sending email

Connections to local DNS servers

Connection to an NTP server

Sending SNMP TRAP messages to an SNMP Manager

HTTPS connections from the Delphix Engine to the
Delphix Support upload server

Secure connections to an LDAP server

Connections to a Delphix replication target.
See Configuring Replication.

Connections to source and target environments for
network performance tests via the Delphix command-
line interface (CLI).

General Inbound to the Delphix Engine Port Allocation

Protocol

TCP

TCP

ubP

Port Number

22

80

161

Use

SSH connections to the Delphix Engine

HTTP connections to the Delphix GUI

Messages from an SNMP Manager to the Delphix Engine
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Protocol

TCP

TCP

TCP

TCP/UDP

Firewalls and Intrusion Detection Systems (IDS)

Port Number

443

8415

50001

32768 - 65535
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Use

HTTPS connections to the Delphix Management
Application

Delphix Session Protocol connections from all DSP-based
network services including Replication, SnapSync for
Oracle, V2P, and the Delphix Connector.

Connections from source and target environments for
network performance tests via the Delphix CLI.

Required for NFS mountd and status services from the
target environment only if the firewall between Delphix
and the target environment does not dynamically open
ports.

Note: If no firewall exists between Delphix and the target
environment, or the target environment dynamically
opens ports, this port range is not explicitly required.

Production databases on source environments (for dSources) are often separated from the non-production
environment by firewalls. Firewalls can add milliseconds to the latency between servers. Accordingly, for best
performance, there should be no firewalls between the Delphix Engine and the virtual database (VDB) target
environments. If the Delphix Engine is separated from a source environment by a firewall, the firewall must be
configured to permit network connections between the Delphix Engine and the source environments for the

application protocols (ports) listed above.

Intrusion detection systems (IDSs) should also be made permissive to the Delphix Engine deployment. IDSs should
be made aware of the anticipated high volumes of data transfer between dSources and the Delphix Engine.

Related Topics

« Network and DNS Management
» Configuring Replication
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Network Performance Configuration Options

These topics describe configuration options to maximize network performance of a Delphix Engine deployment.

» Optimal Network Architecture for the Delphix Engine

» Network Operations Using the Delphix Session Protocol
+ Network Performance Test Tool (iPerf)

» Working with Dataset Performance
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Optimal Network Architecture for the Delphix Engine

This topic describes basic network performance considerations for the Delphix Engine.

Network Architecture and Latency

All VDB I/0 operations are serviced over the network. Delphix uses NFS as the primary transport for Oracle VDBs,
and iSCSI for MS SQL VDBs. The network architecture, latency, and capacity between the Delphix Engine and the
target environment are key network components for improving the performance of a Delphix deployment. The
latency between the Delphix Engine and the source environment is not relevant for the best performance of VDBs.

For optimal performance of VDBs, round-trip latency between the Delphix Engine and the target environment
should be kept under 1 millisecond, and preferably in the range of 300 microseconds. If network latency exceeds
500 microseconds, the VDBs will not perform as well as a database connected to physical storage.

Latency can be introduced by having to route the network packets across multiple networks, or by the presence of
routers, switches, and firewalls between the Delphix Engine and the target environment. Best practices to reduce
network latency include:

+ Keep the Delphix Engine on the same subnet as the target environment
« Reduce the number of hops between the Delphix Engine and the target environment

+ Reduce the number of switches in the network. Each switch can add 50 - 100 microseconds of latency
to the network.

+ Reduce the number of routers in the network. Each router can add 500 - 1000 microseconds of
latency in a network, and the round trip for an 1/O operation could increase by as much as 1-2
milliseconds.

+ There should be no firewalls between the Delphix Engine and the target environment.
« When linking the Delphix Engine to a source database across a WAN, consider the time needed for the initial
link and load. It may be necessary to schedule the load operation as multiple steps across multiple days.
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Deployment of the Delphix Engine on Separate Sub-Nets

Network Throughput and Bandwidth

Network throughput measures the rate at which data can be sent continuously between two servers on a network.
Network throughput is affected by network latency, but the dominant factor affecting throughput is the bandwidth
of the network. As a point of comparison, consider the bandwidth available for three types of Ethernet networks:

Ethernet Type Network Bandwidth
100Mb Ethernet (100Base-T) ~=10MB/sec

Gigabit Ethernet (GbE) ~=100MB/sec

10 Gigabit Ethernet (10GbE) ~=1GB/sec

Low network throughput can impact the Delphix Engine in a number of ways:

« Increasing the amount of time it takes to perform a SnapSync operation, both for initial load and
subsequent regular snapshots

« Managing LogSync operations in a high change environment

« Poor VDB performance when an application is performing large sequential I/O operations, such as
sequential table scans for reporting or business intelligence, or RMAN backups of the VDB.
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Delphix Engine throughput must exceed the sum of the peak I/O loads of all VDBs. Delphix incorporates an I/O-
Collector toolkit to collect I/O data from each production source database and pre-production server.

Best practices to improve network throughput include:

+ Use 10 Gigabit Ethernet (10GbE)
+ Use a dedicated storage network

If you are concerned about your network throughput, you can test it with the built-in CLI tool for network testing.

Related Topics

» Network Performance Configuration Options
+ Network Operations Using the Delphix Session Protocol
» Network Performance Tests
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Network Operations Using the Delphix Session Protocol

This topic describes how the Delphix Engine uses the Delphix Service Protocol (DSP) for network operations, and
how this affects features such as replication, V2P, and SnapSync.

Overview

Delphix Session Protocol, or DSP, is a communication protocol that operates at the session and presentation layer
in the Open Systems Interconnection (OSl) model.

Application Layer application specific logic

Presentation Layer data encoding, digest, compression, encryption

connection management, emor necovery,

Session Layer security, remate operation

end-to-end connection, message segmentation,

Transport Layer sequencing, reliability, flow control
Network Layer packet fragmentation, routing, logical addressing
Data Link Layer physical addressing
Physical Layer media, signal, binary fransmission

DSP supports the request-reply pattern for communication between two networked peers. In contrast to the
traditional remote procedure call (RPC) models, which focus exclusively on low-level details such as data encoding
and wireframing, DSP implements a generic session layer that supports a number of advanced functionalities
desired for network communication, including:

«+ Full-duplex remote operation execution and end-to-end cancellation support

+ Advanced connectivity model with connection trunking and ordered delivery

« Faultresilience with automatic connection and session recovery, exactly-once semantics, and optional data
digest

« High performance with concurrent execution, session flow control, optional data compression, and
bandwidth throttling

+ Built-in security support with pluggable SASL authentication mechanisms and optional TLS encryption

+ Asynchronous model for session management and remote operation

Most of the features above are essential to the proper operation of a distributed application and yet non-trivial to
implement. By offering them in the framework, we can significantly simplify the development of enterprise quality
distributed applications.

DSP is officially registered with the Internet Assigned Numbers Authority under the service name of dlpx-sp and port
number 8415.

Currently, DSP supports Java language binding and provides a java based service framework for distributed
applications.
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Key Concepts

The foundation of DSP is built on top of a few key abstractions, namely, exchange, task, nexus, and service. For an
overview of how DSP works and the features it provides, let’s start with these abstractions.

An exchange refers to an application-defined protocol data unit which may be a request or a response. DSP
supports the request-response pattern for communication. For each request sent, there is a corresponding
response which describes the result of the execution. An application protocol is made up of a set of exchanges.

A nexus (a.k.a., session) refers to a logical conduit between the client and server application. In contrast, a
transport connection (a.k.a., connection) refers to a “physical” link. A nexus has a separate naming scheme from the
connection, which allows it to be uniquely and persistently identified independently of the physical infrastructure.
A nexus has a different lifecycle than the connection. It is first established over a leading connection. After it comes
into existence, new connections may be added and existing ones removed. It must have at least one connection to
remain operational but may live on even after all connections are lost. Nexus lifecycle management actions, such as
create, recover, and destroy, are always initiated by the client with the server remaining passive.

A nexus has dual channels, namely, the fore channel and the backchannel. The fore channel is used for requests
initiated from the client to the server, and the backchannel from the server to the client. From a request execution
perspective, the nexus is full-duplex and the channels are functionally identical, modulo the operational
parameters that may be negotiated independently for each channel. A channel supports a number of features for
request processing, such as ordered delivery, concurrent execution, remote cancellation, exactly-once semantics,
and throughput throttling.

A service refers to a contract that consists of all exchanges (both the requests and the corresponding responses)
defined in an application protocol. Given the full-duplex nature of request execution in DSP, part of the service is
fulfilled by the server and the remaining by the client, where the client and server are from the nexus management
perspective.

A task implements a workflow that typically involves multiple requests executed in either or both directions over
the nexus. A task is a self-contained building block, available in the form of a sharable module including both the
protocol exchanges and implementation, that can be easily integrated into other application protocols. A library of
tasks may significantly simplify distributed application development by making it more of an assembly experience.

The following is a diagram that illustrates the key abstractions and how they are related to each other.

Security

As a network protocol, DSP is designed with security in mind from the onset. It supports strong authentication as
well as data encryption. It follows a session-based authentication model which requires each connection to
authenticate before it is allowed to join the session. Authentication is performed using the Simple Authentication
and Security Layer (SASL) framework, a standard based pluggable security framework. The currently supported
SASL mechanisms include DIGEST-MD5, PLAIN with TLS, CRAM, and ANONYMOUS. Optionally, TLS encryption may
be negotiated between the client and the server for data privacy.

Performance

DSP offers a number of features to enable the support for high-performance network applications. For example, it
allows multiple requests to be exchanged in both directions simultaneously, which provides effective pipelining of
data transfer to minimize the impact of network latency while ensuring the total ordering at the same time. It
supports trunking that can effectively aggregate the throughput across multiple connections, which is crucial for a
long fat network (LFN) and 10GigkE. It also provides optional compression support which boosts performance over a
bandwidth-limited network. We have observed, through both internal benchmarking and in customer
environments, DSP based applications delivering multi GigE in an ideal environment and getting a performance
boost of as much as x10 in bandwidth-limited settings.
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Resiliency

DSP automatically recovers from transient connection loss without any application involvement. It may also detect
random data corruption on the wire and automatically recovers from it. In both cases, outstanding requests are
retried once the fault condition is resolved.

DSP offers control over a remotely executing request. Once a request is initiated, the application may cancel it at
any time before completion. In the rare event of a session loss, a new session creation request will be held until the
old session has been reinstated. It ensures that we never leave any unknown or unwanted activities on the remote
side and provides better predictability and consistency guarantees over an otherwise unreliable network.

Diagnosability

Application exceptions encountered during remote execution of a request are communicated back to the initiator
through DSP. A standard Java APl is used to facilitate the handling of remote exceptions that is in many ways
identical to local ones.

DSP provides detailed information and statistics at the session-level. The information may be used to examine the
state of the session as well as diagnose performance problems. It is currently exposed via an internal support tool
called jmxtool.

Supported Applications

Replication is the first feature to take advantage of DSP. It has been rebuilt on top of DSP and shipping in the field
since 3.1. In the latest release, a number of host-based applications, such as SnapSync, V2P, and Delphix connector,
use DSP as well.

Related Topics

« Network and DNS Management
« Optimal Network Architecture for the Delphix Engine
» Network Performance Tests

Configuration-214



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Network Performance Test Tool Interface

Accessing the Network Performance Test Tool
To access the Network Performance Test Tool:

1. Inthe top navigation bar, click Resources.
2. Select Network Performance Tool.

DELPHIX MANAGEMENT  Manage

Performance AnalyTics

Dashboard

Dataset Performance

Dataset Performance Storage Capacity

Metwork Performance Too

Timacrals Ll s e

The Network Performance Tool page will appear. There are two tabs: Testing and History.

Network Performance Tool

Testing History
—

Select Test Type
© Latency - between this engine and a selected environment
Throughput - between this engine and a selected environment

DSP
Enviranment
Hawk

Address

bbdhcp-AHCI-58503. deenter delphix.com -

Humber of requests to send
20
Request size (bytes)

16

The Testing Tab

On the Testing tab, you can select one of three test types:

Test Type Parameters Required

Latency « Environment - If you selected an environment in the
Datasets panel, this field will auto-populate. See below for
instructions on changing the selected environment.

+ Number of requests to send
+ Request size (bytes)
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Parameters Required

Environment

Duration - in seconds

Number of connections

Direction - Select either Transmit or Receive
Block size (bytes)

Target Engine

Username

Password

Duration - in seconds

Block size (bytes)

Number of connections

Queue depth

Direction - Select either Transmit or Receive
Traffic Options

For either a Latency or Throughput test, you must select an environment. If you selected an environment in the
Datasets panel, this field will auto-populate. If you need to select a different environment:

1. Nextto the Environment field, click the button with three dots.

Select Test Type

DsP

Environment

Hawk

Address

Network Performance Tool

Testing History

n 1 alency - Delween this engine and a selected environment

Throughput - between this engine and a selected environment

bbdhep-AHCI-58503 deenter. delphix.com

The Select Environment screen will appear.
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2. Select the environment you want to use in the test.

3. Click OK.

Running and Canceling a Network Performance Test
Torun atest:

1. Enterall the required parameters.

2. Click Run Test.

3. Tocancel the test click Cancel.
The History Tab

In the History tab, you can view the results of all previous tests you have run.

1. Select the radio button for the type of test for which you want to see the results:
a. Latency, or
b. Throughput, or
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c. Delphix Session Protocol
2. Optional: sort the tests by clicking one of the column headings.
3. Click the particular test for which you want to see the results.
The details of that test will appear.
4. Click OK to return to the History tab.

Related Topics

« Network Performance Tests
« Delphix Session Protocol Test from Primary Engine to Replication Engine
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Delphix Session Protocol Test from Primary Engine to Replication Engine
Delphix uses the DSP protocol to communicate between primary and replication engines.

1. Login to Delphix Management application using an Engine administrator account.in
2. Click the Resource menu and select Network Performance Tool.

3. Select the Delphix Session Protocol option.

Select Engine option to run the DSP test between a primary engine and a replication engine.
Provide hostname or IP address of the replication engine.

Provide credentials for the replication engine.

Enter a Duration in seconds (30 default).

Enter Block Size in bytes.

Enter the Number of Connections (optional).

Provide Queue Depth.

Select Direction - Transmit or Receive.

Enter Traffic Options by selecting either Use compression or Use encryption.
Click the Run Test button.

~T@ 020 T

—.

DELPHIX MAMNAGEMEMNT Manage Resources  System  Help

Network Performance Tool

Testing Histary

Salect Tost Type

Latancy - betwesn this enging and 3 selected anviranment
Throughpat - batwesn this anging and & selected pnvionmeant
¥ pse
Engin - Datween this anging and B SERCIR] angine
| Envioament - batwean this Bging and A SeMcted envirorment
Ervironment

nbdhcp- 1962-qar-52639-1390000c., Goeinndelphix,com

Address

bbdhep-1062-qar 57630-130b3er deenter delphix com

Duration [#econds)

30

Block Size [byles)

Bh5IE

HNumber of connections o

]

Guiews depth

a2

Direction

# Transmit
Recens

Trafic Options
Use compression

Use encryption
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4. View the test results.

DELPHIX I MENT Manage  Resources Systam

Network Performance Tool

Testing History

@) DSP Test Result
Target environment: bbdhep-1q6z-qar-52639-139bdgec. deenter.delphix.com W Target IP: 10.43.20.141

2.67 ..

8

THROUGHPUT NUMBER OF COMNECTIONS
PARAMETERS STATE
Dwuration (seconds): 30 seconds Completed
Direction: Transmit
Number of connections: 0
Queue depth: 3z
Packet size: 65,536 bits
Use compression: false
Use encryption: false
Start time: Aug 11, 2020 2:20:01 PM
Related Topics

+ Network Operations Using the Delphix Session Protocol
+ Network Performance Test
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Working with Dataset Performance

Accessing the Dataset Performance Graph

1. Loginto the Delphix Management application.
2. Inthe Resources menu, select Dataset Performance.
3. Use the controls described below to view statistics and their related graphs.

General Graph Display and Controls

Dataset Performance

Timescale Howr - o View  Top 5 Consumers =
M

e G, e W e e T _/_\\_ - e S T — e °
° ShieldDB20  — Avengers DB 1.1 Cyborg 1.0 Boomerang — Shieid - - Engine Total u
Dataset Wp{‘ Environment Host Current Hour 6 Hr Da"l Percentile
Engine Tolal 573.00 Kb/s 573.00 Kb/s B74.00 Kb/s

dSource Hawk bbdhep-AHCI-585 0.00 b/s 0.00 bv's 0.00 bf's 20
vDB Starfire bbdhep-tgt-AHCI r6.00 195.00 Kby's 3Z3.00 Kby's To
VDB Hawk bbdhep-AHC 585 #3.00 183.00 Kby's 50
VDB Starfire bbdhep-tgt-AHCI- T2.00 Kby's 195.00 Kby's a0
Shield dSource Hawk bbdhep-AHCI-5B5 0.00 b/s 0.00 bv's 0.00 bfs 0.00 bfs 20

Timescale: Select from hour, 6 hours, day

View: View data by top 5 consumers or by the 75% percentile

Dateline: Displays timestamps of data points in the graph.

Timeline Selector: Specifies the start and end time for the currently displayed data. The range displayed is
controlled by selecting the slider. Drag the slider to view statistics for the specific time.

Graph Legend: If more than one set of information is presented on the graph, Graph Legend displays a
description and color for each set.
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H Dataset Table: Displays the information for each Dataset in a table format. Selecting a Dataset link takes
you to the Dataset Status page.

Export: Exports the displayed table data.

Related Topics

« Network and DNS Management
» Network Performance Configuration Options
» Network Performance Expectations and Troubleshooting
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Network Performance Expectations and Troubleshooting

Overview

Once you have run your network performance tests to each source and target environment, you should confirm
that they meet expectations. Corporate networks commonly leverage 10Gbps "line speeds" between servers.
Although networks are shared environments, switching infrastructure is typically used to isolate traffic between
different hosts, with the goal of allowing each host to reach its potential. While many environments perform within
the 70-90% range of line speed, in well-maintained environments we can see 90%+ line speed.

In some circumstances, you can exceed typical expectations by implementing more best practice
recommendations - for example, putting two VMs on the same hypervisor (e.g. ESX) host, in the same chassis or
blade enclosure, or when teamed (bonded) NIC cards are used for extra bandwidth. Furthermore, when Jumbo
Frames are implemented correctly, they provide a substantial improvement.

If your network is not meeting expectations, you will almost always need help from someone whose role is focused
on networking to help arrive at a root cause. You may also need to obtain temporary access to other VMs and/or
physical hosts to isolate some issue(s). Additionally, you may need the help of Delphix Support or Professional
Services to perform some tests from the Delphix Engine to systems that are not already connected environments
within the Delphix product. (The CLI test will only work for environments connected to the Delphix Engine).

With assistance or not, you can do a number of things to narrow down the potential causes of poor performance
between two systems by a process of elimination. Below are some high-level steps to consider. Keep in mind that
network throughput will always represent the least performant component, so many of the steps below are
intended to help isolate which component may be performing poorly.

Troubleshooting and information gathering questions in rough order of priority - record and share your answers

1. Have all source/target tuning settings been applied?
a. IsAlXinscope? LSO /LRO can have a significant impact, as can Jumbo Frames (see below)
2. What is the link speed on the hosts in question? Is NIC teaming / bonding / LACP in use?
a. Linux: ethtool <device>
b. Solaris: dladm show-phys
c. Windows: wmic NIC where "NetEnabled="true'" get "Name,Speed"
What are the test results with greater or fewer connections in parallel?
Can we test throughput to alternate servers? (See below)
5. What is the overall latency? What is the latency to each (OSI layer 3) hop? Is there one hop that consistency
has a higher cost? (check the latency with ping and hops with traceroute)
6. How many devices (OSI layer 2) are in the path? Your network team will need to help you identify these
devices.
a. Note: Only Layer 3 devices will show up when reviewing a traceroute however each layer two device
can impact traffic and each needs to be configured when implementing jumbo frames
b. Example devices in path to physical server: 1. virtual NIC -> 2. Virtual switch (ESX) -> 3. Chassis NIC ->
4. Rack switch -> 5. Core Switch -> 6. Rack Switch -> 7. Physical NIC
c. Example devices in path to virtual server: 1. virtual NIC -> 2. Virtual switch (ESX) -> 3. Chassis NIC -> 4.
Rack switch -> 5. Chassis NIC -> 6. Virtual Switch (ESX) -> 7. Virtual NIC
7. What is the average network utilization on each hop? Is there congestion on any hop? (Network team will
need to review)
8. Is QoS /VirtualConnect /802.1p enabled? At what threshold will it engage? (Network team will need to
review)
9. Isthere afirewall or any deep packet inspection in the route? (Network team will need to review)
10. Are Jumbo Frames enabled on any or all hops? E.g. Delphix Engine, Virtual NIC, Virtual switch, and all hops
down to the destination. (Network team will need to review)

>w
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We have seen Delphix installations often benefit 10-20% from Jumbo frames, but certain platforms
(such as AIX) can benefit much more dramatically

Note that JF enablement on two hosts without confirming all the network pieces are properly
enabled will result in VERY poor performance

Test Jumbo Frames via with “Do Not Fragment” flag from the remote host to the Delphix Engine.
Note that typical a MTU Jumbo Frame setting is 9000 bytes, although some vendors recommend a
little above or below this.

The test below is at 8000, but you can test larger from there. Our goal is primarily to ensure that a
number substantially larger than 1500 and somewhat close to the 9000 "de facto" standard is
working.

Whenever two hosts connect, they perform a handshake called Path MTU negotiation, where they
agree on the highest MTU they both support. This is how we avoid impact when communicating to
hosts with differing MTUs.

Linux$ ping -M do -s 8000 [Delphix_Engine_IP]

Windows> ping -f -1 8000 [Delphix_Engine_IP]

Solaris v10-# traceroute -F [Delphix_Engine_IP] 8000 ("Do NotFragment" not
supported by ping on Solaris until v11)

Solaris v11+# ping -s -D [Delphix_Engine_IP] 8972

11. Depending on the results above, a dedicated network or VLAN may help. Consider if that is an option for you.
(Your network team will need to review)

Testing throughput testing to alternate servers

This will help isolate where a problem may be.

1.
2.

@

Delphix to Server A - already known

Delphix to Server B - physical; helps us see if there a problem with the original server NIC or physical
network settings

Server B to Server C - physical; helps us see if there a problem with the Delphix server NIC or physical
network settings

Delphix to Server D - virtual; helps us see if there a problem with the virtual network or Delphix settings
Server D to Server E - virtual; same host; helps us see if there a problem with the virtual network on the host
Server D to Server F - virtual; different host; helps us see if there a problem with the virtual network

Conclusion

If you need further help, please contact Delphix Support or Professional Services to assist in getting the best
performance possible from your environment.

Related Topics

« Network and DNS Management
» Network Performance Configuration Options

» Working with Dataset Performance
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Determining the Delphix Server ID and Host Name
On occasion, it may be necessary to locate the Delphix Server ID and Hostname.

The Delphix Engine ID and Delphix Server ID are synonymous. The GUI currently uses "Server," and that is the
terminology that will be used in this document.

The Delphix Server ID uniquely identifies each Delphix Engine. It is a 36-character hexadecimal string of the
form XXXXXXXX-XXXX-XXXX-XXXXXXXXXXXX. You can view the Delphix Server ID in the Server Setup application, the
Delphix Management application, or by using the Command Line Interface (CLI) method.

The Hostname is a name you assign. It typically matches the IP (DNS) name assigned to the Delphix Engine. The
hostname can only be viewed by using the System Setup application or the CLI method.

Server Setup Application Method

Login to the Delphix Setup application with sysadmin-level credentials:

1. Access the Delphix Engine through the URL: http://<Delphix Engine>/ServerSetup.html

where <DelphixEngine> isthe DNS name or IP address of the Delphix Engine for which you wish to find

the Delphix Server ID and hostname.
2. Enter avalid Username.
3. Enteravalid Password.
4. ClickLogIn.

On the Dashboard screen, there is a System Summary panel in the lower-left portion of the screen. The Server
ID field displays the Delphix Server ID, in this example 564D39A8-5077-C9D0-9EFD-82E848EBDABG.

System Summary

Server ID 564D39A8-5077-CID0-9EFD-
82E848EBDABG

Manufacturer VMware

Model Virtual_disk

Serial 6000c2907f0001dd8000c240feeesb
8c

Processor 2 x 2.90GHz

Memory 7.3GB

Features XPEP MDD

Default locale en-US

The Delphix Engine Hostname is located on the same screen, in the Network panel. The Delphix Engine
Hostname field displays the hostname information.
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Network @ Modify

Metwork Interface
ens160

Interface Configured
Yes

Jumbeo Frames Enabled
Mo

IP Address Type
DHCP

IP Address
10.43.3.98

Subnet Mask
255.255.0.0

Default Gateway
10.43.0.1

DNS Domain Name
delphix.com

DNS Servers
172.16.101.11,172.16.105.2

Hostname
j$532.deenter

Delphix Management Application

The Delphix Server Hostname is not available from this view but typically matches the IP (DNS) name assigned to
the Delphix Engine.

Login to the Delphix Management application with delphix_admin level credentials:

1. Access the Delphix Engine through the URL: http://<Delphix Engine>/Server.html

where <DelphixEngine> isthe DNS name of the IP address of the Delphix Engine for which you wish to
find the Delphix Server ID.

2. Enter avalid Username.

Enter a valid Password.

4. ClickLogIn.

w
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5. Under System Summary, the Server ID field displays the Delphix Server ID.

CLI Method

1. Use SSH to access your Delphix Engine: ssh <userid>@<delphix_engine>

where < userid> isauser ID with either delphix_admin- or sysadmin-level credentials.
2. Enter avalid password if prompted for one.

Enter system 1s.

You will see an output similar to this example:

Properties
type: SystemInfo
apiVersion:

type: APIVersion

major: 1
micro: 0
minor: 5

buildTimestamp: 2015-02-24T09:24:58.000Z
buildTitle: Delphix Engine 4.2.0.1
buildVersion:

type: VersionInfo

major: 4
micro: 0
minor: 2
patch: 1

configured: true

currentLocale: en-US

enabledFeatures: XPP

hostname: delphix42.dcenter
installationTime: 2015-02-24T19:53:32.000Z

locales: en-US
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memorySize: 3.99GB
platform: VMware withBIOS date 04/14/2014
processors:
0:
type: CPUInfo
cores: 1

speed: 2.40GHz

type: CPUInfo
cores: 1
speed: 2.40GHz
productName: Delphix Engine
productType: standard
sshPublicKey: ssh-rsa AAAAB3NzaClyc2EAAAABIWAAAQEAszNCFnfziuK8dBdv6DNB+LrhVP1wRWc/
vXVrxrDlgYQTrqvEx4BKgHDZ2hnbAmqq2xXHR5Ah6WDsSEfo6u5B453Zc8qHpx8VZSZa®53IdMKILEgoKPepmo7
JV3kVY90HKIPNngLm9tFK+hN7AUHCGTt68IHq54GWYQNBtxOkgSR5HtkkFhVfX2amFsHIsq1K96bgRkLOI5f3S]
FANNyE1lgBU9grGDajm9RXv+sz+Fn7h79AtFmO+W2Ymr5gQrdgh2vPyeFtG8G7rxnQx3qiRBY61NgepBhitXnMY
SAduGfW+fMIpV8TO0I9ZLCFETrjAgH7TRXPYbTfb4u70sm2krS8SgQ== root@delphix
storageTotal: 23.07GB

storageUsed: 2.00GB

uuid: 564d2f7c-b84f-8bd1-6f45-2060ac9b9a65

The Delphix Server ID is shown as the uuid property at the bottom of the output, and the Hostname is

displayed in the hostname property.

4. Enter exit toleave the command-line interface
Related Topics

« Network and DNS Management
« Configuration
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Configuring Multiple DNS Domain Names in DNS Search List

This topic describes the steps to configure multiple DNS domain names in the DNS search list.

Procedure
Perform the following steps to configure multiple DNS domain names in the DNS search list.

1. Launch the Delphix Engine Setup interface using the sysadmin credentials.

2. Navigate to the Network widget and click Modify.

3. Under DNS SERVICES, use the DNS Domain Name and DNS Servers boxes for adding multiple DNS domain
name configurations.

Network X

Configure network interfaces and services. Modifying the settings of network interfaces and default gateway may cause the Delphix
Engine to be unreachable from the browser. It is recommended that such configuration be done from the Command Line Interface on
the system console after a successful install.

NETWORK INTERFACES

ens192 Configured Settings

ROUTING

Default Gateway
10.43.0.1

DNS SERVICES

Set up DNS (Domain Name System) if you have a DNS Server in your environment. This will allow you to use names that will resolve
into IP addresses when configuring components for your Delphix Engine.

Delphix Engine Hostname
sean6090.dcol2.delphix.com

DNS Domain Name &

delphix.com, test.com

DNS Servers 6

172.16.101.11, 172.16.105.2

Each domain name needs to be separated by a comma.

& Note
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If .local DNS domains are in use, then you must add these explicitly to the list of DNS domains configured
in order for name resolution to be successful. Multiple .local subdomains can be added as desired (for
example, dev.company.local), or .local can simply be added to the DNS domain configuration to enable
all.local domains to be successfully looked up in DNS. Multicast DNS is not currently supported by the

Delphix Engine.

In order to understand if there is more than one domain name in the search list, check for "DNS Suffix Search List"

from the output of ipconfig /all inthe Windows Server:

C:“Program Filesz“Delphix*~DelphixConnector~connector>*ipconfig ~all

Windows IP Configuration

18—-43-13-231
ad.delphix.com
Hybrid

Mo

Ho
ad.delphix.com
delphix_com

Hoszt Mame . . . _ .
Primary Dnz Suffix
Mode Tupe . . . . .
IP Routing Enahbled.
WINS Proxy Enabled. .
DME Suffix Search List

dcenter.delphix.com

orcheck for" search "in /etc/resolv.conf onaLinuxserver:

[root@rhel62 ~]# cat /etc/resolv.conf
search delphix.com
nameserver 192.168.0.1

To Update DNS using the CLI:

1. Loginto the CLI as sysadmin and navigate toservice > dns.

ssh sysadmin@yourengine
> service
> dns

2. List the current DNS configuration and update to add new configurations.

> 1s
> update
> set domain=xXX.XXX, XXX.XXX
3. Commit the action and verify the new list.
> commit
> 1s
For example:

delphix> /service dns
delphix service dns> 1s
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Properties

type: DNSConfig
domain: delphix.com
node: (unset)
servers: 192.168.0.1

Operations
update

delphix service dns> update

delphix service dns update *> set
domain=delphix.com,one.delphix.com,two.delphix.com
delphix service dns update x> commit

delphix service dns>

delphix service dns> 1s

Properties
type: DNSConfig
domain: delphix.com,one.delphix.com,two.delphix.com

node: (unset)
servers: 192.168.0.1

Operations
update

delphix service dns>

related Topics

« Network and DNS Management
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How to Change the IP Address of the Delphix Engine

Changing the IP Address

1.
2.
3.

@

Stop all running VDBs by clicking the Stop button on the VDB card.
Disable all dSources.
You can use either the command-line interface or the Delphix Setup application to change the IP address of
the Delphix Engine.
a. To use the command-line interface, follow the instructions described in Setting Up Network Access to
the Delphix Engine.
b. To use the Delphix Setup application, go to System > Server Setup in the Delphix Management
interface, or click Server Setup in the Delphix Engine login screen.
i. Inthe Network panel, click Modify.
ii. Under DNS Services, enter the new IP address.
iii. Click OK.
Refresh all Environments by clicking the Refresh Symbol on the Environments screen.
Enable all dSources.
Start all VDBs by clicking the Start button on the VDB card.

Changing the IP Address by CLI

N

4.

Stop all running VDBs by clicking the Stop button on the VDB card.

Disable all dSources.

Log into the Delphix CLI using your sysadmin account. You can find instructions on how to do this in
the Connecting to the CLI article.

delphix> network
delphix network> setup
delphix network interface> list
NAME
vmxnet3s0
delphix network interface> select vmxnet3s0
delphix network tinterface 'vmxnet3s0'> get
type: NetworkInterface
name: vmxnet3s0
addresses:
0:
type: InterfaceAddress
address: 10.1.2.3/24
addressType: STATIC
enableSSH: true
state: OK
dataNode: DATA_NODE-34
device: vmxnet3s0
macAddress: 0:c:29:32:96:a3
mtu: 1500
mtuRange: 60-9000
reference: NETWORK_INTERFACE-vmxnet3s0-DATA_NODE-34
state: OK

Run the update command and update the address to the new IP address for the Delphix Engine.
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delphix network +interface 'vmxnet3s0'> update
delphix network 1interface 'vmxnet3s0' update *> edit addresses.0
delphix network 1interface 'vmxnet3s0' update addresses.0 *> get

Properties
type: InterfaceAddress
address: 172.16.151.154/24
addressType: STATIC
enableSSH: true

delphix network 1interface 'vmxnet3s0' update addresses.0 x> set address=10.1.2.

4/24

delphix network 1interface 'vmxnet3s0' update addresses.0 *> get

type: InterfaceAddress (x)
address: 10.1.2.4/24 (%)
addressType: STATIC (x)
enableSSH: true (%)

5. Commit the operation.

delphix network 1interface 'vmxnet3s0' update addresses.0 *> commit

delphix network interface 'vmxnet3s0'> get
type: NetworkInterface
name: vmxnet3s0O
addresses:
0:
type: InterfaceAddress
address: 10.1.2.4/24
addressType: STATIC
enableSSH: true
state: OK
dataNode: DATA_NODE-34
device: vmxnet3s0
macAddress: 0:c:29:32:96:a3
mtu: 1500
mtuRange: 60-9000

reference: NETWORK_INTERFACE-vmxnet3sO-DATA_NODE-34

state: OK

6. Re-enable the VDBs and dSources running from the engine.

Related Topics
» Network and DNS Management
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How to Change the Hostname of the Delphix Engine

Changing the Hostname

Perform the following steps to change the hostname of a Delphix engine.

& Note

Currently, it is only possible to change the hostname via the Command Line Interface (CLI).

1. Stop all running VDBs by clicking the Stop button on the VDB card.

Disable all dSources.

3. Loginto the Delphix CLI using your sysadmin username and password. If you are using the same interface
that you connected to the CLI on, it will interrupt the connection. Therefore, it is recommended to log in to
the CLI on the console.

N

ssh sysadmin@yourdelphixengine

4. Run the following commands.

dlpx01> network
dlpx01 network> setup
dlpx01 network setup> 1s
Properties
defaultRoute: 192.168.0.1
dhcp: false
dnsDomain: plb.internal
dnsServers: 192.168.0.111,198.142.152.164,198.142.152.165
hostname: dlpx01
primaryAddress: 192.168.0.109/24

Operations

update

dlpx01l network setup> update

dlpx01l network setup update *> set hostname=newhostname
dlpx01l network setup update *> commit

5. If DHCP is being used, the Delphix Engine will expect the Hostname to be provided by the DHCP server. As
such, there will be no property 'hostname' to update. This process requires changing the IP addressing
configuration from DHCP to static address configuration. To proceed you will need to take the following
action (making sure that there is no conflict between your DHCP server and the changes you are
implementing).

dlpx01l network setup> update

dlpx01l network setup update *> set dhcp=false

dlpx01l network setup update *> set hostname=newhostname
dlpx01l network setup update *> commit

newhostname network setup> update

newhostname network setup update *> set dhcp=true
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newhostname network setup update *> commit
newhostname network setup> 1s
Properties
defaultRoute: 192.168.0.1
dhcp: true
dnsDomain: plb.internal
dnsServers: 192.168.0.111,198.142,152.164,198.142.152.165
hostname: newhostname
primaryAddress: 192.168.0.109/24

6. Re-enable the VDBs and dSources running from the engine.

Related Topics

+ Network and DNS Management
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Configuring a Second Network Interface

This topic describes how to configure a static IP address on a second network interface.

Procedure

Perform the following steps to configure a second network interface.

1.
2.

Launch the Delphix Engine Setup interface using the sysadmin credentials.

Navigate to the Network widget and click Modify to view the available network interfaces, and select the
new interface to be configured.

Click the Settings button next to the network interface that you want to configure.

Network X

Configure network interfaces and services. Modifying the settings of network interfaces and default gateway may cause the Delphix
Engine to be unreachable from the browser. It is recommended that such configuration be done from the Command Line Interface on
the system console after a successful install.

NETWORK INTERFACES

ens256 Not configured Settings
ens224 Not configured Settings
ens192 Configured Settings
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4. The Network Interface Settings screen appears. Select the checkbox before Enabled to enable the
network.

Network Interface Settings X

ens224
(J Enabled

O DHCP @® Static

IP Address

Subnet Mask

MTU & 1500

5. Select one of the following: DHCP or Static andenter the IP address and Subnet Mask address in the
respective fields.

6. MTU: Enter a value for the MTU field. This is the maximum size in bytes of a packet that can be transmitted
on this interface.

7. Click Save to save the settings.
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Capacity and Resource Management

Delphix will be responsible for managing many different data sources and data types. As such, it is critical to
understand how to manage your capacity and storage resources within each Delphix engine. Learn storage and
quota best practices, as well as the different options to optimally manage capacity.

This section covers the following topics:

« An Overview of Capacity and Performance Information
« Setting Quotas

» Deleting Objects to Increase Capacity

« Changing Snapshot Retention to Increase Capacity

» Adding and Expanding Storage Devices

+ Delphix Storage Migration

« Managing Source Data

« An Overview of Held Space
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An Overview of Capacity and Performance Information

This topic describes the Delphix Engine performance reservoir and capacity threshold warnings and various ways to
obtain information about capacity and resource usage for the Delphix Server.

The Performance Reservoir and Capacity Threshold Warnings

In order to obtain the best performance and continued operations, the Delphix Engine requires a free space of 15%
of the total quota for storage space. As storage capacity approaches this threshold, the following system faults
occur:

« When 78% of the total storage quota is reached, a Warning fault is triggered. You can resolve this fault by
deleting objects in the Delphix Engine, adding storage, or changing policies, as described in the
topics Adding and Expanding Storage Devices, Deleting Objects to Increase Capacity, and Changing
Snapshot Retention to Increase Capacity. Additionally, refreshing target databases will clear space the
engine uses to track changes over time for each DB.

« When 80% of the total storage quota is reached, performance may decrease as the ZFS file system begins to
leverage an algorithm that prioritizes space-savings over performance for storing data.

« When 85% of the total storage quota is reached, a Critical fault is triggered, and the Delphix Engine will
enter Maintenance Mode. When this occurs:

+ All pending link, sync, refresh, and provisioning processes will be canceled, and no new operations
can be initiated

+ Scheduled replication processes will first check for capacity on the target engine and hold data
(replication currently in progress to the engine will not be halted)

« Policy operations such as SnapSync, snapshot, and refresh are suspended for all engines

« dSources stop pulling in new changes. LogSync is suspended for all Oracle dSources. Validated sync
is disabled for SQL Server dSources.

« No virtual database (VDB) snapshots can be taken

« When 95% of the total storage quota is reached, a second Critical fault is triggered for SQL Server. All SQL
Server VDBs stop in order to maintain data integrity.

To take the system out of Maintenance Mode, increase the storage capacity. You can do this by adding storage
devices, deleting objects, or changing policy settings. When you have increased the storage capacity, the system
will automatically exit Maintenance Mode.

« When the system falls below 95% of the total storage quota, you can manually start SQL Server VDBs that
had stopped
« When the system falls below 90% of the total storage quota, SQL Server VDBs that had stopped will
automatically start
« When the system falls below 82% of the total storage quota:
« New link, sync, refresh and provisioning operations are allowed
« Policy operations such as SnapSync, Snapshot, and Refresh resume for all engines
« dSources start pulling in new changes from their corresponding data sources. LogSync is resumed for
Oracle dSources. Validated sync is enabled for SQL Server dSources.

For more information, see Setting Quotas.
Ways to View Capacity Usage

You can access capacity and performance information for the Delphix Engine through several different means,
including the Dashboard view, and the Storage Capacity screen.

Configuration-239



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

The Dashboard View

You can access the Dashboard view in the Delphix Management application by clicking Dashboard in the Manage
menu. Note that the Dashboard view provides only summary information about capacity and performance. You
must access the Storage Capacity and Dataset Performance screens in the Resources menu to manage storage
space and database objects.

The Dashboard view provides more detailed information about the overall performance of the Delphix Engine:

+ Storage Capacity - the amount of physical storage available and what is currently used

« TimeFlow Ratio - see above

« VDB Ratio - a measure of the amount of physical space that would be occupied by the database content
against the amount of storage occupied by that same database content as VDBs.

« Dataset Performance - the amount of network bandwidth available and the amount that VDBs are currently
utilizing, as well as information about specific VDB network usage

The Storage Capacity Screen

You can access the Storage Capacity screen through the Resources menu in the Delphix

Management application.

The Storage Capacity screen now has an improved table format. This interface makes it easier to identify which
datasets are consuming the most space on your Delphix Engine. It also helps you quickly assess how much storage
would become available from deleting selected dSources, VDBs, or snapshots.

The table has been modified for ease of use:

+ Table framing has been lightened to allow the data to stand out.

+ Column separators have been made lighter.

+ Thefilter on the Storage Capacity screen will allow you to filter the datasets.
+ The use of gradients has changed.

« Removed the sort-ability of columns.

The Storage Capacity screen provides a view of storage allocation for dSources, VDBs, and Snapshots by group and
objects within the group, as well as a card view that shows Available Space as grey and Used Capacity as blue.

Largest Consumers

14.2%

L a8 [ [ [
[
Datasets cz
Name Object type Quata Keep For Size of Total S.. v Datasets (0)
- 5 78
+
v Enapshots (0)
*
L]

Total 0.00B
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Grid Column Notes

Name Name of the group or database object. Click the expand icon next
to a group name to see the objects in that group.

Object Type The type of object e.g. VDB, dSource.

Quota The maximum amount of storage space allocated to the group or
object, also known as the ceiling. See Setting Quotas for more
information. You can see quota allocations for groups and objects
in the Graph view of the Capacity screen.

Size Amount of storage space used by the group or object.

% of Total Storage The percentage of storage space used by the group or object.

For more information please refer to Using and Understanding The Storage Capacity Screen.

Related Topics

+ Using and Understanding The Storage Capacity Screen
+ Deleting Objects to Increase Capacity

« Setting Quotas

« Changing Snapshot Retention to Increase Capacity

+ Adding and Expanding Storage Devices
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Understanding Delphix Disk Usage

Within the Delphix Timeflow, incremental restore points are called Snapshots. Delphix Snapshots use a shared
block architecture to provide all the functionality of daily full backups using only a tiny percentage of the storage
for full backups. Because shared block architectures are not common, "common sense" understanding of how
storage is associated with a Snapshot can be misleading.

« The size of a Snapshot is defined to be the size of changes that are unique to that Snapshot. In other words,
changed blocks that are only associated with that one Snapshot.

+ The latest Snapshot will always have 0 sizes initially, as there are no changes associated with it, nothing has
changed since the Snapshot was taken, so there is no space used by unique changes.

« Ablock can be shared by multiple Snapshots if the block has not changed between the creation of those
Snapshots. Any blocks that are shared amongst multiple Snapshots are accounted for in the shared

Snapshot Space total.
The following screenshot provides an example of disk usage.
Dataset Size Group Delete Action
v B8 CDOMSHSRDI7A 1.14GB & test '}
Current Copy Size 1.01GB
DB Log Size 18.80MB
Total Snapshot Size 118.12MB
Temp File Size 0.00B
Shared Snapshot Space Not available
s @ CDOMSHTGE61F 1.02GB & test W
> g YDBO.OBA 1,009.71MB W test a
> @ DBOMSRBEDGEC 922.83MB W test a
> g CDOMLOSRBSA3 891.08MB W Untitled §
s B8 CDOMLOTGA4F5E 859.85MB & Untitled L

« Current Copy Size: The current copy size is the amount of space used on the Delphix Engine by the VDBs
data but across all the Time flows.

+ DB Log Size: The DB log size is the size for archive log files.

« Temp File Size: This field is currently not active (for future use).

« Container Size: The container size is the size of the whole dataset.

+ Total Snapshot Size: The total snapshot size is the size of all snapshots combined, including anything
shared.

« Shared snapshot space: The shared snapshot space is the space shared by snapshots.

Related Topics

+ Capacity and Resource Management
+ An Overview of Capacity and Performance Information

Configuration- 242




Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Using and Understanding The Storage Capacity Screen

The Storage Capacity screen can be reached via the Capacity item in the Resources menu. This screen shows how
storage capacity is allocated for dSources, VDBs, and Snapshots, and permits storage space to be reclaimed
through deletion of objects and Snapshots. The Storage Capacity screen displays a maximum of the 20 largest
Datasets the top 40 Snapshots. The interaction between the bar graph and grid allows you to instantly see how
much storage your selected data is using.

Storage Capacity °

argest Consumers

14.2%

L] E] =) & a8
B Selected 1o Recover 0.008
Datasets ° C i

Name Object type Cuoia Keep For Size % of Total Sto... v Datasets (0)
= 0O @ SuperHero Prod (15 i set 13 575
= 0 ¢ 1,001 WDE 2 67 + Snapshots (0)
1.09
0.68
"
0.28
0.18 Total 0.00B

Storage Capacity Screen

H The bar graph at the top of the screen displays which dSources and VDBs are the Largest Consumers of
storage. Hover over any object to see its name and amount of storage used. Clicking a dataset in the bar graph will
open its folder in the Datasets table below, displaying more detailed information.

The Datasets section displays a set of information about each object tracked by the Delphix Engine.
Objects can be dSources, VDBs, and the Snapshots taken from dSources and VDBs. Each of these types of objects
takes up space. When you select checkboxes in the Datasets table, the total storage space of those items is
displayed in the Disk Usage panel on the right.

For each object, the following columns are displayed:

+ Name - Name of the object
+ Quota - Maximum allocated space or "ceiling"
+ Size - Space actually used by the object
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+ % of Total Storage - Percentage occupancy after the selected items are deleted. If 0 items are selected it
shows the current percentage of the capacity. If one item is selected it shows what the percent capacity
would be if that object were deleted.

Set quota and reservation levels carefully. As a group or VDB approaches the quota value, snapshots may
fail, and logs may not be captured, causing LogSync to fail. If an archive log cannot be written to a Snapshot,
the Delphix Engine will eventually halt.

When you select checkboxes in the Datasets table, the total storage space of those items is displayed in the Disk
Usage panel on the right.

e The Disk Usage panel on the right-hand side of the screen shows how much of your total disk capacity is
being used by Delphix objects. If you select one or more databases, VDBs, or snapshots in the Datasets table (2),
this panel will display how much space those objects are occupying. The Delete button allows you to delete
selected items.

The pie chart section visualizes the following elements in relation to one another:

« Disk Capacity - Total capacity of the Delphix Engine
« Disk Usage - Total amount of space used by all the objects
+ Selected to Recover - How much storage would be freed if you deleted the items currently selected

H To search the Datasets table, enter the name of the object you are looking for. The grid will refresh to
display the selected object. You can also sort using the column headings. A lock icon shown next to a snapshot
under a dataset indicates that it has a child container provisioned out of it.

e |
Select ™ to clear your capacity cache and refresh the page. If you are clearing the cache of a large Delphix
Engine, this operation could take several minutes. During this operation, the capacity page is not available.

Select == to export the information provided in the grid to a.csv file.

Related Topics

Selecting the + icon expands the information about the select item.

+ Capacity and Resource Management
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Reviewing Historical Capacity From the CLI
You can retrieve historical capacity data through the Delphix Command Line Interface (CLI).

If your Delphix Engine is a new engine you would log in as Engine Admin and ssh admin@your engine. Engines
created before 5.3.1 and upgraded to 5.3.1 or later will retain their old username 'delphix_admin'. To avoid
complications Delphix recommends creating users with an admin role and then disabling delphix_admin.
Process

1. Login as Delphix Admin (or an account with admin privileges)

ssh delphix_admin@yourengine

2. Navigate to capacity system historical

delphix > capacity system historical

3. Thenyou can list a start and end date for the utilization

delphix capacity system historical > list startDate=<time> endDate=<time>

For example, looking at the system space utilization, we can show 8 hours starting Sep 1 with the following:

delphix> capacity

delphix capacity> system

delphix capacity system> historical

delphix capacity system historical> list startDate=2016-09-01T00:00:00.000Z
endDate=2016-09-01T08:00:00.000Z

TIMESTAMP SOURCE.ACTUALSPACE VIRTUAL.ACTUALSPACE

2016-09-01T00:25:11.359Z 5.05TB 9.58TB

2016-09-01T00:55:28.869Z 5.06TB 9.44TB
2016-09-01T01:25:42.940Z 5.06TB 9.46TB
2016-09-01T01:56:14.585Z 5.06TB 9.38TB
2016-09-01T02:26:50.893Z 5.06TB 9.38TB
2016-09-01T02:57:15.987Z 5.06TB 9.32TB
2016-09-01T03:27:35.381Z 5.06TB 9.34TB
2016-09-01T03:57:54.657Z 5.06TB 9.35TB
2016-09-01T04:28:12.099Z 5.06TB 9.35TB
2016-09-01T04:58:22.028Z 5.06TB 9.35TB
2016-09-01T05:28:33.680Z 5.06TB 9.34TB
2016-09-01T05:58:46.666Z 5.06TB 9.27TB
2016-09-01T06:28:57.181Z 5.06TB 9.21TB
2016-09-01T06:59:39.567Z 5.06TB 9.21TB
2016-09-01T07:30:03.527Z 5.06TB 9.20TB
2016-09-01T07:50:18.548Z 5.06TB 9.20TB

We can also set the output detail level to different granularity, which is based on seconds.

The following example will show the data for each day (86400 seconds) from Sep 1 to Oct 1:
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delphix capacity system historical> list startDate=2016-09-01T00:00:00.000Z

endDate=2016-10-01T08:00:00.000Z resolution=86400
ACTUALSPACE VIRTUAL.ACTUALSPACE

11.
16.
50.
22.
37.
27.
17.
34,
140.
27.
:41.
33.
06.
36.
58.
12.
06.
29.
35.
07.
32.
53.
143,
140.
30.
143,
26.
01.
55.
38.
53.

TIMESTAMP SOURCE.
2016-09-01T00:
2016-09-02T00:
2016-09-03T00:
2016-09-04T00:
2016-09-05T00:
2016-09-06T00:
2016-09-07T00:
2016-09-08T00:
2016-09-09T00:
2016-09-10T00:
2016-09-11T00:
2016-09-12T00:
2016-09-13T00:
2016-09-14T00:
2016-09-15T00:
2016-09-16T00:
2016-09-16T21:
2016-09-18T19:
2016-09-19T19:
2016-09-20T19:
2016-09-21T19:
2016-09-22T19:
2016-09-23T19:
2016-09-24T19:
2016-09-25T19:
2016-09-26T19:
2016-09-27T19:
2016-09-28T19:
2016-09-29T19:
2016-09-30T19:
2016-10-01TO7:

The following query will show the data for each week (604800 seconds), for a few months:

25:
34:
37:
32:
34:
37:
31:
33:

43

48:

50

50:
48:
42:
48:
43:
46:
41:
38:
39:
42:
37:

37
29

32:

26

33:
33:
43:
37:
35:

3597
8447
3727
8777
7157
4807
8087
2197
760Z
2227
8437
2157
3507
9047
5807
5657
3337
6927
2687
8097
6027
5077
373Z
6257
5927
9717
9397
4837
4517
4627
6447

5.
5.03TB
5.10TB
4.68TB
4.64TB
4.65TB
4.70TB
4,
4
5
4
4
4
5

05TB

T74TB

.81TB
.14TB
.90TB
.92TB
.93TB
.34TB

0B 0B

(62 B2 o) NG, I, NG, BN G, RN, N, NG, NG, NG, B G, B G, B, BN C, |

.64TB
.74TB
.74TB
.47TB
.57TB
.64TB
.82TB
.88TB
.78TB
.80TB
.81TB
.87TB
.94TB
.15TB
.19TB
.87TB

9.
.45TB
.30TB
.79TB
.56TB
.44TB
.60TB
.70TB
.57TB
.95TB
.72TB
.82TB
.72TB
.79TB

00 00 00 0O 0 00O CO O 0O O O 0O

0 W WO WOWOomOoWwWOomwOowo-~Nw oo o

58TB

.23TB
.29TB
.29TB
.94TB
.50TB
.04TB
.T7TB
.96TB
.03TB
.91TB
.86TB
.44TB
.44TB
.08TB
.72TB
.98TB
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delphix capacity system historical> list startDate=2016-06-01T00:00:00.000Z

endDate=2016-10-01T08:00:00.000Z resolution=604800
ACTUALSPACE VIRTUAL.ACTUALSPACE

19.
04.
35.
57.
148.
20.
38.
24,
06.
59.
.9497
144,
01.
51.
56.
21.
34,
10.
53.

TIMESTAMP SOURCE.
2016-06-01T00:
2016-06-08T00:
2016-06-15T00:
2016-06-22T00:
2016-06-29T00:
2016-07-06T00:
2016-07-13T00:
2016-07-20T00:
2016-07-27T00:
2016-08-03T01:
2016-08-10T01:
2016-08-17T01:
2016-08-24T01:
2016-08-31T01:
2016-09-07T0O1:
2016-09-14T01:
2016-09-21T01:
2016-09-28T01:
2016-10-01TO7:

Related Topics

16:
16:
16:
22:

28

38:
36:
50:
49:
03:
12:

20

21:
29:
31:
43:
42:
28:
35:

21

3917
6207
4717
6197
3507
6437
8767
3187
4887
5777

8787
0807
9077
3837
4567
3187
3137
6447

3.36TB
2.79TB
2.95TB
0B 0B
.38TB
.38TB
.30TB
.33TB
.36TB
.59TB
.81TB
.08TB
.23TB
.45TB
.70TB
.34TB
.58TB
.88TB
.87TB

a oo dDDdDDdDWOWOWWWWW

5.
6.
4,

0 W W0 W O WOWwWWOWOWOow-NO®

+ Capacity and Resource Management

96TB
11TB
84TB

.53TB
.33TB
.05TB
.95TB
.28TB
.25TB
.80TB
.89TB
.00TB
.48TB
.67TB
.87TB
.84TB
.47TB
.98TB
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Setting Quotas
This topic describes how to set quotas for database objects.

1. Loginto the Delphix Management application.
2. Select Resources > Capacity.
3. Inthe Quotas column, click next to the group or object for which you want to set a quota.

Shield DB 1.1 - Quota Policy X

Quota Size
50000 s | MB (48.83GB)

4. Inthe Quota Policy window enter the amount of storage space you want to allocate for a quota.
5. Click Create to set the amount.

& Quotas and Low Space Errors

Be very careful setting quotas. As a group or virtual database (VDB) approaches the quota level, snapshots
may fail and logs may not be captured, causing LogSync to fail.

Quota Thresholds

The following is a table of the thresholds and a description of the actions taken at each threshold. This behavior is
generic across all engines.

Thresholds Default Ranges Actions Taken

Critical Quota =95% « Disable VDBs and dSources under quota (for a
group quota, everything inside gets disabled).
+ Disallow jobs detailed in the DB actions table
below.
« Cancel all in-flight jobs listed in the DB actions
table except for enable.
+ Poll every minute.
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Thresholds Default Ranges Actions Taken

Resume 95% > Quota =90% « VDBs and dSources disabled by critical quotas
will not be automatically re-enabled (DBs can
still be manually re-enabled).

» Resume fault is triggered if the quota has
fallen from the critical threshold and if a DB
was disabled from hitting
the critical threshold.

« Warning fault is triggered.

+ Poll every 3 minutes.

Warning 90% > Quota = 80% « Warning fault is triggered.
« VDBs and dSources disabled from
hitting critical quota will be re-enabled.
« Poll every 3 minutes.

Safe 80% > Quota « VDBs and dSources disabled from
hitting critical quota will be re-enabled.
« Poll every 5 minutes.

If a DB was disabled prior to reaching the critical quota, it will not be automatically re-enabled when falling to an
acceptable range or when the quota is removed.

Disallowed Database Actions when in Quota Critical Threshold
Here is a table of the actions that are not allowed when the quota is in the critical threshold.

DB Actions Table

Target is Group Target is not Group
+ Refresh targetin group. + Refresh targetin group.
« Synctargetin group. « Synctargetin group.
« Linkinto group. « Enable target in group.

+ Provision into group.
+ Enable targetin group.

If a critical quota is placed on a target, dSources, and VDBs can still provision to groups that are quota below
the critical threshold.

Related Topics

« Capacity and Resource Management
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Deleting Objects to Increase Capacity
This topic describes how to delete database objects to create additional capacity.

Deleting unused or outdated objects should be a regular part of Delphix Engine administration. This is especially
important to prevent low space errors, which can cause the Delphix Engine to stop. The Delphix Engine holds a
maximum of 400 objects.

1. Loginto the Delphix Management application.

2. Select Resources > Storage Capacity.

3. Select the groups or objects you want to delete.
As you select items, you will see them added to the Information Card. When you select a Dataset all its
associated snapshots will be selected.

4. Click Delete.

© Dependencies

If there are dependencies on the snapshot, you will not be able to delete the snapshot free space; the
dependencies rely on the data associated with the snapshot. These items are displayed with a lock icon
next to the name.

Related Topics

+ Capacity and Resource Management
« Understanding Delphix Disk Usage
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Changing Snapshot Retention to Increase Capacity

This topic describes how to manage capacity by changing the Snapshot discard date on the Storage
Capacity screen.

The accumulation of snapshots can have a substantial effect on capacity. For this reason, it is important that you
set the snapshot frequency policy to accurately reflect the rate of change in your database, and set snapshot and
log retention policies that are appropriate for your desired ability to recover Delphix Engine objects. See the topics
under Policies for Scheduled Jobs for more information. If you want to discard snapshots outside of a set policy,
you can change the number of days they are retained on the Storage Capacity screen.

1. Loginto the Delphix Management application.

2. Select Resources > Storage Capacity.

3. Click in the Keep Until column for the snapshot you want to edit.
4. Select the number of days you want to preserve the snapshot.

5. Click Save to set the change.

Deleting Snapshots Associated with VDBs

Snapshots that have been used to provision Virtual Databases cannot be deleted.

Viewing Snapshot Storage Capacity Usage
To view snapshot capacity usage:

1. Onthe Storage Capacity screen, select a dataset.
2. Asshown below, capacity usage information is displayed in the panel located on the right.

Storage Capacity
Largest Consumers Datasets  Snapshots  Logs Disk Usage 3.10GE
Disk Remaining 18.70GB
81 47MB o
14.1%
Jsed
L] 8 =] L] B
B Selected to Recover 12.50MB
Datasets C‘ ol
Name Object type Quota Keep For Size % of Total 5t... ~ Datasets (0)
= B @ Super n 5.7% No datasets selected
¥ O Cybor VDB n 267 v Snapshots (2)
= E Boom dSource ne 3.07
Curren 2.7 Boomerang (12.50ME)
= @sna 0.41 Dec 19,2018 2:39PM  12.50MB
Sh, 0.19
Dec 26, 2018 2:39 PM 0.008
@ 19.55MB 0.09
F: 16.46MB 0.07
E & 12 50MB 0.08
[c] 0.00B 0.00 Total 12.50MB
DE Lo B88.25MB 0.40
= 0O & Super T 1.84GB 846
+ O Aveng. VDB n 641.88MB 288
+# [0 Shield dSource ne 600.23MB 2.69
£ [ shield VDE L 645 7708 2 89

On the Storage Capacity screen, t

he panel on the right disp

lays the current percentage of disk used.
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To recover storage space, select datasets or snapshots in the table below. The right pane will show how
much space you have selected to recover if the datasets or snapshots were deleted.

Related Topics

+ Capacity and Resource Management
« Policies for Scheduled Jobs
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Adding and Expanding Storage Devices

Prerequisites

If you are expanding a storage device after initial configuration, first make sure to add capacity to it using the
storage management tools available through the device's operating system. In vSphere, for example, you can add
capacity using Edit System Settings.

& VMware Hypervisor (vSphere)

It is usually not necessary to reboot the Delphix Engine to add/expand storage if you're using vSphere.

If you followed the guidelines for adding your initial storage using all 4 virtual SCSI controllers, the Delphix
Engine will see new storage without a reboot. On the other hand, if your new storage is leveraging a new
virtual SCSI controller, you will need to reboot the Delphix Engine to detect the new storage. See
Deployment for VMware for more information.

Adding a Storage Device
If it is available you can add more storage devices to the Delphix Engine.

1. Launch the Delphix Setup application and log in using the sysadmin credentials.

2. Inthe Storage section of the Server Setup Summary screen, click Modify.

3. The Delphix engine should automatically detect any new storage devices.
If a newly added storage device does not appear in the Storage section of the Server Setup
Summary screen, click Rediscover.

4. The newly-added devices will have a drop-down in the Usage Assignment column. Set the Usage
Assignment to DATA for newly-added devices that you wish to add to the storage pool.

5. Click Save.

Expanding a Storage Device

1. Launch the Delphix Setup application and log in using the sysadmin credentials.

2. Inthe Storage section of the Server Setup Summary screen, click Modify.

3. Select Expand for each device that you want to expand.
The Expand checkbox appears next to the name of devices that have added capacity (in other words, the
underlying LUN has been expanded), and the Unused column indicates how much capacity is available for
each device.

4. Click Save.

Related Topics

+ Capacity and Resource Management
+ Deployment for VMware
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Delphix Storage Migration

Getting Started

Delphix storage migration allows you to remove storage devices from your Delphix Engine, provided there is
sufficient unused space, thus allowing you to repurpose the removed storage device to a different server. You can
also use this feature to migrate your Delphix Engine to different storage by adding the new storage devices and then
removing the old storage devices.

& Feature Compatibility

This feature is only compatible with Delphix Engine Releases 5.0.4 and later.

Possible Migration Methods

Method Pros Cons
Delphix Storage + Good for migrating storage that + With Delphix versions prior to 5.3, this
Migration was accidentally added to the mapping table can consume 2-3GB of
engine or added to the engine RAM for every 1TB of allocated data that
improperly (wrong size). is migrated, if the disk being removed
+ May reduce fragmentation if new has a high level of fragmentation. From
storage is added to replace old version 5.3, DxFS will migrate the data in
disks. larger blocks, comprising both allocated
+ Good for migrating a small and unallocated space. This allows for
amount of storage (e.g.: <10 TB). significantly fewer mapping entries, with

memory usage typically reduced to
50-100MB per TB of allocated data that is
migrated.

+ May increase fragmentation on
remaining disks if no new disks are
added.

+ Depending on the size of the disk and
storage performance this method could
be less performant than other methods.

+ Each device removed could take longer
than the previous one as data is
remapped across the remaining disks.

+ The maximum number of 20 devices can
be removed in releases prior to Delphix
version 5.1.

vMotion + Fast + Ifthereis high fragmentation on the
existing disks, this is copied to the new
disks.
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Method Pros Cons
Delphix Replication + Datais completely rewritten from + Depending on the number of objects to
one Delphix Engine to another replicate as well as network and storage
which significantly reduces performance, this method could be
fragmentation on the new Delphix considered slow.
Engine. + This does require an outage to "migrate"
+ Replication can be configured to the objects from the replication source
limit the impact on the network Delphix Engine to the replication target
(compression and bandwidth). Delphix Engine - outage time depends on
+ Replication is resumable from several factors like the number of
network disruptions, on in the objects, incremental replication time,
event of replication source or time to enable/disable objects, etc.
target stack/host restarts. Itis + Only migrates storage objects like VDBs/
currently NOT possible to dSources, and dependent environment
manually suspend/resume a information. Other items like users/
replication job. policies/events/job history/config

templates are NOT replicated.

Understanding Delphix Storage Migration
Delphix storage migration is a multi-step process:

1. Identify a storage device for removal. The device you choose will depend on your use case.
a. Toremove extra storage that is unused, you can select any device for removal. For best performance,
select the device with the least allocated space; typically, this is the device that you added most

recently. The allocated space is defined by the usedS-ize property of the storage device:

areece-testl.dcenter 'Diskl10:2'> 1s
Properties
type: ConfiguredStorageDevice
name: Diskl1l0:2
bootDevice: false
configured: true
expandableSize: 0B
model: Virtual disk
reference: STORAGE_DEVICE-6000c293733774b7bb0e4aea83513b36
serial: 6000c293733774b7bb0e4aea83513b36
size: 8GB
usedSize: 7.56MB
vendor: VMware

b. To migrate the Delphix Engine to new storage, add storage devices backed by the new storage to the
Delphix Engine. Then remove all the devices on the old storage.

2. Use the Delphix command-line interface (CLI) to initiate the removal of your selected device.

3. Data will be migrated from the selected storage device to the other configured storage devices. This process
will take longer the more data there is to move; for very large disks, it could potentially take hours. You can
cancel this step if necessary.

4. The status of the device changes from configured to unconfigured and an alert is generated to inform you
that you can safely detach the storage device from the Delphix Engine. After this point, it is not possible to
undo the removal, although it is possible to add the storage device back to the Delphix Engine.
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5. Use the hypervisor to detach the storage device from the Delphix Engine. After this point, the Delphix
Engine is no longer using the storage device, and you can safely re-use or destroy it.

Limitations of Delphix Storage Migration

After removal, the Delphix Engine uses memory to track the removed data. In the worst-case scenario, this could be
as much as 2-3 GB of memory per TB of used storage. Note that this is used storage; the overhead of removing a 1TB
device with only 500MB of data on it will be much lower than the overhead of removing a 10GB device with 5GB of
dataonit.

User Interface

Delphix storage migration is currently available exclusively via the CLI. There are 3 entry points:

+ storage/remove - The status of the current or most recent removal, including the total memory
used by all removals up to this point

. storage/device “$device”/removeVerify - Returnsthe predicted effect of removing the
selected device, or an error if the device cannot be removed

+ storage/device “$device”/remove - Beginsthe evacuation and removal of the selected
device

Device Removal for Storage Migration

© DO NOTREMOVE A CONFIGURED STORAGE DEVICE

Do not remove a configured storage device or reduce its capacity. Removing or reducing a configured
storage device will cause a fault with the Delphix Engine, and will require the assistance of Delphix Support
for recovery.

1. Identify which device you want to remove.

1. If you are using a VMware RDM disk, note the UUID of the device by looking at its name in the vSphere GUI.
For more information, see this Getting the UUID of an RDM Disk from VMware, via the vSphere GUI.

2. Ifyou are using a VMware virtual disk, note the UUID of the device via the vSphere API. See the section of
this VMware KB article on how to get the UUID of your virtual disk.

3. In EC2, note the attachment point - for example, /dev/sdf.
4. In KVM, note the UUID.
+ Login to the Delphix CLI as a sysadmin user and navigateto storage/device.

+ Typecd storage/device.
+ Select your device:

areece-testl.dcenter storage device> 1s

Objects

NAME CONFIGURED SIZE EXPANDABLESIZE
Diskl®:2 true 8GB (0]}

Diskl®:0 true 24GB OB

Diskl®:1 true 8GB (0]}

Diskl®:3 true 8GB (0]}

areece-testl.dcenter.dcenter storage device> select Diskl0:2
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+ (VMware only) Confirm that your disk selection is correct by validating that the serial matches your UUID:

areece-testl.dcenter storage device 'Diskl0:2'> 1s
Properties

type: ConfiguredStorageDevice

name: Diskl10:2

bootDevice: false

configured: true

expandableSize: 0B

model: Virtual disk

reference: STORAGE_DEVICE-6000c2909ccd9d3e4b5d62d733c5112f

serial: 6000c2909ccd9d3e4b5d62d733c5112f
size: 8GB

usedSize: 8.02MB

vendor: VMware

« Execute removeVerify toconfirm that removal will succeed. Validate the amount of memory/storage

used by the removal:

areece-testl storage device 'Diskl0:2'> removeVerify

areece-testl storage device 'Diskl0:2' removeVerify x> commit

type: StorageDeviceRemovalVerifyResult
newFreeBytes: 15.85GB
newMappingMemory: 3.14KB

oldFreeBytes: 23.79GB
oldMappingMemory: OB

« Execute remove to startthe device evacuation:

areece-testl storage device 'Diskl1l0:2'> remove
areece-testl storage device 'Diskl0:2' remove *> commit
Dispatched job JOB-1
STORAGE_DEVICE_START_REMOVAL job started for "Diskl0:2".
STORAGE_DEVICE_START_REMOVAL job for "Diskl0:2" completed

successfully.

This does not signify that the device migration has been completed.

A STORAGE_DEVICE_REMOVAL job will start, which handles the data migration from the disk.

« Wait for device evacuation to complete. Alternatively, you can cancel the evacuation.

Do not detach the device from the Delphix Engine in your hypervisor until the data evacuation is completed.
You can monitor the progress of the STORAGE_DEVICE_REMOVAL job in the Management GUI under System

>Jobs.

Configuration- 257



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

+ Once the device evacuation has been completed, the job will finish and a fault will be generated. Detach the
disk from your hypervisor and the fault will clear on its own. An example of the fault created is shown below.

DELPHIX MANAGEMENT Manage Resources ~System  Help

Faults

WARNING

pate
WARNNG  Nov2.2021TS4PM  Device evacuaton com peted Disiz2 Nov2, 2021 1:54 PH

Device evacuation completed

uuuuuu
of Disk2:2 nas

User Action
Remove the device from the hypervisar.

(@ Using VMDKs

When using VMDKs, deleting the wrong VMDK could cause data loss. Therefore, it is highly advisable
to detach the device, then verify that the Delphix Engine continues to operate correctly, and
lastly delete the VMDK.

Getting the UUID of an RDM Disk from VMware via the vSphere GUI.

& Inthe event that the disk serial number displayed in Delphix does not match the UUID in VMware, the
Delphix Engine must be powered off and back on in order to make VMware provide the correct values to
the guest operating system (Delphix). This has been necessary when using vmkfstools with setuuid. When
forcing the guest OS to re-read the SCSI sense data for the device, VMWare still provides the original
values. Even after a simple reboot VMWare still provides the previous UUID values. It was not until the VM
was explicitly powered off and back on did VMWare present the new UUID values to the guest. After which
the UUIDs matched between the vmkfstools getuuid command and the CLI output.

In the ESX graphical user interface (GUI), select your VM.

1. Click Edit settings.
2. If not already displayed, select the Hardware tab.
3. Select the device you want to remove.
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Hardware. | Options | Resources | Profiles | vservices | Virtual Machine Version: 8
—Physical LUN and Datastore Mapping File
I Show Al Devices ad.. | wm | 0010005001 e
Bl Memory 4098 ME thﬂ] Alex-ADM/ Alex-ROM_1.vmdk
W crus : —Virtusl Device Mode
) video card Video card
= VMCI device Restricted |scst (0:1) Hard disk 2 |
@ scsicontroller LSI LogicParallel
= Hard disk1 Virtual Disk Compatiity Mode
& CO/OVD drive 1 [nightly_build (1)] delph... L" Virtual | Physical |
BB Metwork adapter i WM Network
Floppy drive 1 Client Device
o Hard disk 2 Mapped RawLUN |
& Hard disk3 Mapped Raw LUN
& Hard disk4 Mapped Raw LUN

Help I

The UUID of the device appears in the title bar, as seen below.

A Fibre Channel Disk (nz 26001 43f0e9%afla4f000054abld5d0001) | Lanage Paths

—Polcy
Path Selection: [Mnet Recansy Lised (ivwars) | Change
Storage Array Type: VMW _SATP_ALLA
—Paths
Feuritime Rlams | Target | | Stabus | Prefered |
wvmhbaZ:C0TELIL  20:00:00:24:f:31:05:b 1 21:00:00:24:F:3 1: 0501 ET] & Adive (J0) |
_Refieh_|

Hame: i 2000002470 1d9207: 210000124660 1d907-fc. 200000243105 1: 210000 24F3 1050 1-naa. 500 1 44M0e a fa4M000054. . .
Runtime Mame:  wmhbaZ-00:T2:131

Fbre Channel

Adapier: 20000:00: 24: F:01:d%:07 21:00:00: 24: fF:01:d9:07

Target: 20000:00: 24:F: 31:05:b 1 21:00:00: 24:fF:31:05:b1
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Getting the UUID of a VMDK from VMware, via ssh to the ESX server

1. sshonto the ESX server as the root user.
2. Navigate to the directory containing the .vmdk files for the Delphix VM.

Use the 'vmkfstools -J getuuid <.vmdk filename>' command to obtain the UUID,
for example:

/vmfs/volumes/25894daa-f7b2b044/delphix01-2356 # vmkfstools -J getuuid
delphix01-2356_1.vmdk
UUID 1is 60 00 C2 91 01 bc 8e 72-31 a4 cd b0 b3 f6 e5 74

Getting the UUID of a VMDK from VMware, via VMware PowerCLI

PS C:\> Connect-VIServer -Server durban -Protocol https -Username root
-Password root_password

Name Port User

durban 443 root

PS C:\> Get-VM delphixVM | Get-HardDisk | select
name, filename,@{name="UUID" jexpr={$_.extensiondata.backing.uuid}}

Name

Filename UUID

Hard disk 1 [zfs_delphixVM]
dlpx-5.1.9.0-432-61155cf... 6000C294-al15-0327-e417-02560d86e944
Hard disk 2 [zfs_delphixVM]
dlpx-5.1.9.0-432-61155cf... 6000C299-38fe-5050-1eb2-1ee6db62b257
Hard disk 3 [zfs_delphixVM]
dlpx-5.1.9.0-432-61155cf... 6000C294-662d-c674-8957-03e0514b7006
Hard disk 4 [zfs_delphixVM]

dlpx-5.1.9.0-432-61155cf... 6000C29d-0719-1072-0f85-96da2efef4a3
PS C:\> Disconnect-VIServer

Confirm

Are you sure you want to perform this action?

Performing operation "Disconnect VIServer" on Target "User: root, Server:
durban, Port: 443",

[Y] Yes [A] Yes to ALl [N] No [L] No to All [S] Suspend [?] Help
(default s "Y"): Y

Related Topics

« Capacity and Resource Management
« Adding and Expanding Storage Devices
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Managing Source Data

The Managed Source Data dashboard tile provides an aggregate sum of the size of ingested source databases. This
helps to understand the total amount of data per-engine that is managed by Delphix.

Managed Source Data refers to the size of the source data that is ingested and managed by the Delphix Engine. It is
the physical, allocated size of the source database.

Today, the value displayed represents the source data size for Oracle, SQL Server, and SAP ASE databases. Since
this value is a measure of source size, it is not affected by Delphix constructs or operations, e.g. the sizes

of dSources, VDBs, snapshots. Since the intent is to measure the size of the sources, data from replication or
Selective Data Distribution are not included in the sum for the engine. The total usage is displayed in gigabytes.

When an admin (Delphix Management Application) or sysadmin (Delphix Setup) login to the Delphix Engine they will
have access to the Managed Source Data tile (shown below) from their dashboard.

Managed Source Data View

12.38.

Feb 26, 2019
e

Selecting the View link located on the top-right takes users to the Managed Source Data page. This page provides a
detailed breakdown of the total usage and can also be reached via Resources > Managed Source Data from the
navigation bar.

Blue question marks indicate:

« A“fallback” value is being used in the sum: A fallback value is used when sources are unavailable at the time
when the usage query is made (e.g., the source is disabled), a “fallback” value is used in the sum. The
fallback value refers to the last usage value Delphix collected while connected to the source.

« Sources that are notincluded in the sum: These are source types for which Delphix does not currently collect
data (for example, sources like EBS, DB2, HANA, PostgreSQL).

Hovering over the blue question marks, a tooltip appears to describe the exact situation (whether or not Delphix
used historical data/fallback values or if the source for collection is unsupported).
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DELPHIX I
Managed Source Data
Filter none Y| C i
Narme Last collected Space used v Typa Of Data

fresne Feb 26, 2019 1015 AM 572GB  Oracle

cdb12101 Feb 22, 2019 601 AM 200GB @  Ovacle

dibdhep2 Feb 26, 2015 10015 AM 1.65GB Oracle

FOBI21011 Feb 22, 2019 531 AM 91244 MB @  Oracle

Oracle 10 [Counted) Feb 26, 2019 10:15 AM 827.34 ME  Oracle

MS50L 2 Feb 26, 2019 10115 AM k S16.06 MB  MSSOL Server

MSSOLT Feb 26, 20019 10:15 AM 453.31 MB  MSSOL Server

Sybase Feb 26, 2019 10:15 AM 350.00 B ASE

AGwn201 6clusterSQL2016 Feb 24, 2019 11:31 AM 1600 ME @  MSS0L Server

Vidbe_XAT Fel 26, 2019 10015 AM - @ Oracle

dbd_aQ2 Feb 26, 2019 1015 AM @  Oracle

vidbd_&0) Feb 26, 2019 10015 AM = @ Oracle

Test SourceConfig - - @ Other

To search the Managed Source Data table, enter the name of the data source you are looking for. The grid will
refresh to display the selected data source. Select C to refresh data to get updated space usage information. To

export the information provided in the grid to a .csv file select = .

& Backend data refresh

The backend data refreshes at a regular interval but does not trigger a Ul refresh.

Related Topics

+ Capacity and Resource Management

Configuration- 262



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

An Overview of Held Space

Scenario Description

The existence of a Held Space is not indicative of an issue but rather a representation of an underlying storage
dependency.

There are three scenarios that can create Held Space.

Scenario 1:
The first scenario can occur when you replicate a dSource to a second engine, which we'll call a Replication Target.

If you then provision a VDB from the Replication Target, and the dSource is subsequently deleted from the
Replication Source, you will create a Held Space when that delete replicates to the Replication Target engine.

When this happens, the deleted dSource is removed from the target, but its storage remains held because it is
needed by the replica provisioned VDB.
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Replication Held Space

(Scenario 1)

Replicalion Namespace

o mnidsonn)

Delphix Engine
(Replication Target)

Active Namespace

Job

1 Replicated

Active Namespace

AdaX(dSource)
Storage

Replication Namespace

AlAX[dSource)
Replicated

AJAX_UAT(VDB)
Replica Provisioned

Active Namespace

AJAX(dSource)
Storage

Active Namespace

Replication Job

Replication Namespace

-

AJBX(VDB)
Replica Frovisioneg

Active Namespace

AdAX[dSource)
Held Storage

AJAX({dSource) is replicated from
Source DE to Target DE. The dSource
exists in the replication namespace on

the target DE.

A 4

Replica Provision
AJAX_UAT(VDB) is provisioned from
the AJAX(dSource) that is in the
replication namespace. The VDB is
dependent on the associated storage.

Y

AJAX(dSource) is deleted on the
Source DE and a replication job is run.
As a result, the AJAX{dSource) on the

target is removed but the storage is
‘held” because the VDB still depends on
it

Held Space can be viewed in the Storage Capacity screen by selecting the Held Space tab.

STORAGE_CONTAINER-96

Held Space

Received Replicas

How it Works

T4.49MB

Search

I+

Scenario 2:

The second scenario can occur in the context of a snapshot which is in use by a Delphix Self-Service branch or

bookmark.
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The snapshot may be removed via policy, but until the branches and/or bookmarks which leverage that snapshot
are removed, its space will be held.
Scenario 3:

The third scenario can occur during Selective Data Distribution where a masked VDB that is provisioned from a
dSource is replicated to a Replication Target.

The metadata objects relating to the dSource could contain sensitive information like hostnames, user names and
passwords. Hence they are not replicated to the Replication Target. The data belonging to the dSource is replicated
after redacting any sensitive information. This redacted data shows up as held space.

Scenario 4:

The first scenario is caused by a failed or interrupted Replication job and results in held space on the Replication
source engine. During replication, all data blocks to be replicated are serialised for transfer. Once the transfer is
complete, the serialised data is released.

However, if a Replication job fails, the serialized data is retained until the next successful Replication job execution,
or the Replication Profile is deleted - whichever happens first.

In a scenario where dSource and VDB snapshots in the serialized data reach the Retention Policy limit before the
Replication job successfully executes, that snapshot data will become held space. This is most likely to happen if
either of the following is true:

+ Afailed Replication job goes a log time before being successfully re-run.
+ Replication schedules are configured with a period that is longer than one or more Retention Policies.

Related Topics

+ Delphix Storage Migration
« Capacity and Resource Management
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Using both Delphix and its associated datasets will generate many types of logs. Monitoring these logs are a key
component of good diagnosability. Here, we explain the types of logs that Delphix creates as well as the monitoring

tool integrations we support, such as SNMP and Splunk.
This section covers the following topics:

» Configuring SNMP

« Viewing Action Status

+ Viewing Jobs

« System Faults

+ Accessing Audit Logs

« Creating Support Logs

« Setting Support Access Control
« Setting Syslog Preferences

« Diagnosing Connectivity Errors
o Email (SMTP) Alert Notifications
+ Splunk Integration
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Configuring SNMP

This topic describes how to configure SNMP.

Prerequisites

There are no prerequisites for enabling SNMP to provide system status. The following are prerequisites for sending
alerts to an external SNMP manager.

+ At least one SNMP manager must be available and must be configured to accept SNMPv2 InformRequest
notifications.

+ Delphix's MIB (Management Information Base) files must be installed on the SNMP manager or managers.
These MIB files describe the information that the Delphix Engine will send out. They are attached to this
topic.

File Name Content-Type File Size
DELPHIX-ALERT-MIB.txt text/plain 5kB
DELPHIX-MIB.txt text/plain 0.8 kB
Configuring SNMP
1. Onthe Delphix Engine login screen, select Delphix Setup.
2. Inthe Delphix Setup login screen, enter the sysadmin username and password.
3. ClickLogIn.
4. From the Delphix Setup, select Preferences.
DELPHIX SETUP Dashboard  Preferences  SupportBundle  Help
Support Access
Dashboard
Syslog Configuration
Software Version @ Storage ©
Splunk Configuration
Engine
5. Select SNMP Configuration.
6. Select Use SNMP.
7. In Community String, enter the community string. It is the string that SNMP clients must provide in order to
be authorized to retrieve SNMP information from the Delphix Engine.
8. OPTIONAL: change the following settings:

a. Authorized Network - The set of client IP addresses (in CIDR notation) authorized to retrieve SNMP
information from the Delphix Engine. To allow all clients, set this to 0.0.0.0/0 (the default). To prevent
all clients from connecting, set this to the loopback address, 127.0.0.1/32.

b. System Location - A free-form text description of the Delphix Engine's physical location. This is
provided as the value for MIB-11 OID.

9. If you do not want to send alerts to SNMP managers, then skip to step 15 to save the configuration.
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10.

11.
12.

13.

14.

15.
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If you wish to send alerts using SNMP in addition, set the severity level of the messages you want to be sent
to the SNMP manager(s).

Click the +icon.

Enter an SNMP Manager hostname / IP address.

Provide a community string and adjust the port number if necessary.

Click Save.

The newly-entered manager will appear in the list.

The Delphix Engine will attempt to connect with the SNMP manager by transmitting an informational level
message. If the Delphix Engine receives a response from the manager within 20 seconds, a checkmark will
appear along with the manager entry. If not, a red X will appear - check your settings and try again.

Click Save to commit the SNMP configuration.

Supported MIBs

The Delphix software can be configured to send SNMP traps when Delphix alerts are generated as described in the
procedure above. In order to process these traps in your SNMP manager software, you will need the base Delphix
MIB, and the Delphix Alert MIB.

In addition to generating traps, the Delphix Engine supports read-only access to the following MIBs for basic system

moni

toring purposes.

+ The following MIB-II object hierarchies defined in RFC 1213:
« system (OID .1.3.6.1.2.1.1): Provides basic system identity information
« interfaces (OID .1.3.6.1.2.1.2): Provides network interface information including 1/0 statistics
« ip (01D .1.3.6.1.2.1.4): IP protocol information including IP addresses configured, routes, and IP
statistics
+ The following UCD objects defined in http://www.net-snmp.org/docs/mibs/ucdavis.html
« memory usage (01D .1.3.6.1.4.1.2021.4)
+ CPU usage (OID .1.3.6.1.4.1.2021.11)
« Disk I/O statistics (OID .1.3.6.1.4.1.2021.13.15)

Examples

The f

ollowing examples assume that you have enabled SNMP on a Delphix Engine named example.company.com,

and have set the community string to "public".

1

2

. Walking the MIB-II objects using the net-snmp snmpwalk tool:

$ snmpwalk -v 2c -c public example.company.com

SNMPv2-MIB: :sysDescr.0 = STRING: Delphix Engine 5.1.6.0 Delphix0S 5.1.2017.03.2
4

SNMPv2-MIB: :sysObjectID.0® = OID: SNMPv2-SMI::enterprises.41028
DISMAN-EVENT-MIB::sysUpTimeInstance = Timeticks: (476432) 1:19:24.32
SNMPv2-MIB: :sysContact.0 = STRING: administrator@company.com

SNMPv2-MIB: :sysName.0® = STRING: example.company.com

SNMPv2-MIB: :sysLocation.® = STRING: VM Host

. Walking Disk read and write I/O statistics:

$ snmpwalk -v 2c -c public example.company.com .1.3.6.1.4.1.2021.13.15.1.1.12
UCD-DISKIO-MIB: :diskIONReadX.1l = Counter64: 11310593921
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UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
seb-laptop:~$ snmpwalk

3.15.1.1.13

UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:
UCD-DISKIO-MIB:

:diskIONReadX.
:diskIONReadX.
:diskIONReadX.
:diskIONReadX.
:diskIONReadX.
:diskIONReadX.
:diskIONReadX.
:diskIONReadX.

O 00 ~NOoO Ul WN

:diskIONWrittenX.
:diskIONWrittenX.
:diskIONWrittenX.
:diskIONWrittenX.
:diskIONWrittenX.
:diskIONWrittenX.
:diskIONWrittenX.
:diskIONWrittenX.
:diskIONWrittenX.

3. Retrieving the system uptime:

$ snmpget -v 2c -c public example.company.com .1.3.6.1.2.1.1.3.0

-v 2C -C

O oo ~NOoO U~ WN
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Counter64:
Counter64:
Counter64:
Counter64:
Counter64:
Counter64:
Counter64:
Counter64:

334

334
865912605
867599133
865339677
11309258752
(0]
1822880256

public example.company.com .1.3.6.1.4.1.2021.1

= Counter64: 22337830400
= Counter64: 0

= Counter64: 0

= Counter64: 45118203392
= Counter64: 45137660928
= Counter64: 45139064320
= Counter64: 22337830400

= Counter64: 0

= Counter64:

33023515648

DISMAN-EVENT-MIB: :sysUpTimeInstance = Timeticks

Related Topics

« Monitoring and Log Management

: (1453172) 4:02:11.72
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Viewing Action Status
This topic describes how to view the status of actions for the Delphix Engine.

To view the status of actions that are currently running on the Delphix Engine, open the Action sidebar. To view
details of currently-running and completed jobs, open the Dashboard.

Action Sidebar Procedure

1. Login to the Delphix Management or Delphix Setup application.
Depending on the width of the window, the Action sidebar may be automatically displayed on the right of
the screen.

2. To see the Action sidebar, click Actions on the top navigation bar.

Description

The Action sidebar consists of two sections. The top section lists actions that are currently running on the Delphix
Engine. The bottom section, labeled Recently completed, contains actions that have recently completed.

Each action is initially collapsed and only presents the title of the action. Click an action to expand it and see more
details such as progress, elapsed time, and a description of the operation in progress.

The following is an example of the Action sidebar when an Enable action is running.

Actions
Refresh database "Cyborg 1.0".

Enable environment "Hawk".

18h [ |

Disable a list of datasets in environment "Ha
18 h

Dizable dataset "dbdhcpZ-bbdhop-AHCI-58. ..
Run SnapSync for database "Cyborg 1.0"

Run SnapSync for database "Shield".

Run SnapSync for database "Boomerang”.

When an action has completed it will move down to the bottom of the panel under Recently completed. The
following is an example of the Recently completed section when a Refresh action is has completed.
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Recently completed
Refresh and discover environment "Starfire”.
Refresh environment "Starfire”.
Disable a list of datasets in environment "3...
Refresh hosts in environment "Starfire"”.
Fefresh host "bbdhcp-tgt-AHCI-58503 deo...
Enable a list of datasets in environment "St. ..
Discover information and objects for environ. ..

Update repository "BBDHCP 51"

pdate Oracle listener "LISTEMER".

\ATA A TA A AN
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If you are a Delphix Admin or a System Admin, you will be able to see all the actions of your respective application. If
you are not an admin user, you will only see actions you have permissions to see.

Sub-action

Each action may contain one or several sub-actions which represent the execution of a subset of the action
itself. Click an action to see its sub-actions and their respective details. Note that the list of sub-actions is created

dynamically during the execution of the action.

The following is an example of an Environment Refresh action and its sub-actions.

Actions

Refresh and discover environment "Starfire”.

345
Fefresh environment "Starfire”.

id s
Disable a list of datasets in environment "5, ..

Fefresh hosts in environment "Starfire”.
] 33s
Fefresh host "bbdhcp-tot-AHCI-58503 de. ..
] 33s

Pushing JRE to host bbdhcp-tgt-AHCI-
8503 dcenter.delphix.com [bbdhcp-tgt-AHCI-

58
58503.deenter.delphix.com)].

Errors

When an error condition occurs during the execution of an action, the background color of the action's box
becomes red, and the action remains in the top section until you dismiss it.
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+ Click the action title to expand it.
The action will expand to display a description of the error, suggestions to resolve it, and sometimes the raw
output of command execution.

To dismiss the action:
+ Click the X next to the action displaying an error.

The following is an example of an action failure displayed in the Action sidebar.

Actions

Create empty virtual dataset "Vfiles WxP2... &

Failed to create mount on "Vfiles_WXP2FT9K" I:D
because the mount point “tmp" on host
"centost 10host.de2. delphix.com” is not empty.

Remove the conlents of "tmp" on host
"centos610host.dc2. delphix.com” and try the
operation again, or use a different mount point.

Related Topics

+ Monitoring and Log Management
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1. Login to the Delphix Management application using admin credentials.
2. From the System menu select Jobs.
The Jobs panel displays all jobs that have been initiated by the Delphix Engine, and their status.

DELPHIX MA

Jobs

# Procenned Aange
1 Wassiy,

Gustom Range

DE_REFRESH

SOURCE_ENABLE

SOURCE_DESABLE

Descriptien

Fuun SrapSyn: for database e

Run SrapSyne for database “vie.

Rusn SnapSyne boi database “my.

Fun SnapSync for database “vie

Refresh database “viest

Enstie dataset “siast”

Disable dataset “stest”

Stanes

Dec #, 2000 33000 AM

Dec #, 2020 23000 AM

Dec & 2090 33000 AM

Dec 7, 2020 72905 PM

Dec 7, 2020 72848 PM

Dec 7, 3020 72441 PM

Dec 7, 2020 72400 PM

upsated

Dec &, 7020 13057 AN

Dec 8, 2020 3:30.57 AM

Dec & 7000 33012 AM

Dec 7, 2000 72957 P

Dec 7, 2020 75T PM

Dec 7, 3000 72509 PM

Dec 7, 2000 72429 PA

stms

COMPLETED

COMPLETED.

COMPLETED

COMPLETED

COMPLETED

COMPLETED

COMPLETED.

Customize results by selecting from a Predefined Range or from a Custom Range.

Enter filter text to reduce the results to only those rows matching the text entered.

Jobs

Fragstined Rarge

1 Viook

# Custom Range

Dec 7, 2020 1:30:22 PM

Dec B, 2020 1:40:21 PM

Dec T, 2020 1:3%:22 PM - Dec 8, 2020 1:40:21 PM

JOB443

0B-442

JOB-A41

JOB44D

J0g-439

Type

E_SYNG

DBLSYNE

[E_SYNC

[E_SYNG

D8_REFRESH

Bescription

Flun SnapSync for database “vds.

Flun Snapync for databare "vie

Flun SnapSync for databise my.

Flun SnapByne for databisae Ve

Fefresh database “vest”

Staned

Dec 8, 7020 3:30.00 AM

Diec B, 2000 3:30.00 AM

Dec & 2000 330 00 AM

Dec 7, 2000 7:20.05 PM

Dec 7, 2020 7:28:48 PM

Updated

Dec B, 2020 33057 AM

Dec i, 2020 19057 AM

Dec B, 2020 33012 AM

Dec 7, 2020 72957 PM

Dec 7, 2020 72957 PM

stanus

COMPLETED

COMPLETED

COMPLETED

COMPLETED

COMPLETED

Select a job to view more details.
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JOB-438

Job Events

Timestamg
D 7, 2020 7:25:0

Dwec 7. 2020 7:25:0

D T, 2020 7:24:4

Dec 7, 2020 7:24:4_

Dec 7. 20207244

Dec 7, 2020 7:24:4_

Descriplion

SOUMACE_EMABLE job fod "vigst” compbitid discasaiully

Dt “vtest”™ anabiled

Maunting datasets

Exporiing slorage containers from the Delphin Engine.

Enabling datasst “viest

SOUACE_EMABLE job staried for “viest”

Clase

(CsV).

Related Topics

« Monitoring and Log Management

Click the Export button to download the current page of results to a file of comma-separated values

Configuration- 274



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

System Faults

Overview

The Faults screen provides information on states and configurations that may negatively impact the functionality of
the Delphix Engine and which can only be resolved through active user intervention. When you login to the Delphix
Management application as admin, the number of outstanding system faults appears on the right-hand side of the
navigation bar at the top of the screen. Faults serve as a record of all issues impacting the Delphix Engine and can
never be deleted. However, ignored and resolved faults are not displayed in the faults list.

The Faults screen as shown below has two tabs, Current and Archive.

DELPHIX MAMAGEMENT Manage  Fesources  System  Help

Faults

Refresh - ° Resolve All 4+

Severity Diagnosed Titla Targot °
A WARNING | Dec19,20182:32AM | TCP slot table entries below recommended minimum | bbdhcp-AHCH-58503 deenter delphix.com WARNING
[m) WARNING Dec 19,2018 232 AM TCP WMEM default is below the recommended value bbdhep-AHCIHS: 3 deenter. delphix com
? . - . — R Date
[m} WARMING Dec 19,2018 2:32 AM default is below the recommended value bbdhep-AHCH5% Dec 19,3018 292 AM
m] WARMING  Dec 18,2018 223 Baomerang
O WARMING  Dec 18,2018 1-AHCI-5 ner dedphix.com Tike
TCP slot table entries below recommended minamum
[} WARMING | Dec 18,2018 hix,com
[m) WARMING Dec 18,2018 9:52 AM MEM default is below the recommended value hix.com Target
[w] WARMING | Dec 18,2018 9:40 AM Incorrect toolkit owner ix.com bbdhcp-AHCHS8503. doent er dedphix.com
O WARMING = Dec18,20189:39AM  Incoect toolkit owner o1 dedphix.com Details
The TCP sunrpe.tep_slot_table_eniries property is curremly set 1o 16 which

5 below the recommended minimum value of 128

User Action
Raise the sunpetop_slot_table_entries value to at least 128

@ Resolving and Ignaring Resalve  Ignare

Tte9ol9 Page 10f1

System Faults screen

The number of system faults.

The Faults screen has two tabs, Current and Archive. Details of the selected fault are displayed on a card
located to the right of the fault list. In the Archive tab, you can switch between Resolved or Ignored faults and
reset all ignored faults.

Selecting Refresh (Manual), will refresh the faults table manually, or you can select one of the other
available options from the drop-down menu, available options include; Manual, 1 Second, 1 Minute, 5 Minutes.

(Note: as there is no longer a Refresh button on the screen, you must select Refresh (Manual) to refresh the screen.

n To search the Faults table, enter the name of the object you are looking for. The grid will refresh to display
the selected object. You can also sort using the column headings.

Resolve All will resolve all the faults in your system.
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Select hd to expand or close the objects in the grid.

Select = to export the information provided in the grid to a.csv file.

E You can select and resolve multiple faults; the card panel will display how many of each type are selected.
For example:

There are 2 WARNING items selected

There are 0 CRITICAL items selected

Details for the selected fault are displayed on a card. You can resolve or ignore faults by selecting the
appropriate link at the bottom of the card.

Resolving and Ignoring Faults

Ignoring a fault will also ignore future faults of that exact type against the same object, so that future fault
conditions will not be re-diagnosed even if the fault condition persists or recurs. No further notifications will be
received for that specific fault condition. It is advisable to only ignore faults when the following criteria are met:

+ The faultis caused by a well-understood issue that cannot be changed.
« Itsimpact on the Delphix Engine is well understood and does not require action.

For example, if you think that knowing about this error in the future will be important, use "Resolve" rather than
"Ignore". If you reset ignored items, this clears all ignored faults, but it leaves them as resolved and does not restore
the actual fault. For reset ignored faults, new faults against the same object will no longer be ignored and you will
again receive notifications. Examples: If you ignore a fault "Unable to ping host" for target "192.168.1.1", Delphix
ignores "Unable to ping host" errors against target 192.168.1.1. You will never see the "Unable to ping host" fault
again for that target 192.168.1.1 unless you reset ignored items. Similarly, some faults are raised against snapshots
which are part of a dSource. Ignoring those errors only ignores similar errors for that exact snapshot. Tomorrow's
snapshot could produce the fault again.

Delphix Object-Based Environment Monitor Faults

Delphix now has a self-contained Java-based discovery infrastructure that consolidates with environment
monitoring, communicates via a common framework, and is able to provide feedback.

The environment monitor previously only created faults for "hosts" and "sources." There are several faults which
more logically apply to other Delphix objects, such as repositories, which are DB install files. Posting them against
sources results in fault duplication. The environment monitor now posts faults against -- and re-associates the
offending faults with -- the correct objects. Consequently, users see fewer errors that are easier to diagnose.

Viewing Faults
To view the list of active system faults:

1. Inthe top navigation bar, click System then Faults.
2. Inthe Faults screen click any fault in the list to expand it and see its details.
The details for the selected Fault will be displayed in the details card located on the right.
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Each fault comprises six parts:

« Severity - How much of an impact the fault will have on the system. A fault can have a severity of

either Warning or Critical.
« AWarning Fault implies that the system can continue despite the fault but may not perform
optimally in all scenarios.
« ACritical Fault describes an issue that breaks certain functionality and must be resolved before
some or all functions of the Delphix Engine can be performed.

+ Date - The date that the Delphix Engine diagnosed the fault.
« Title - A short descriptive summary of the fault
» Target - The object against which the fault was posted. Faults will be posted against the host for incorrect

environment configurations, sources for problems with the database, and repositories for issues with the
installation.

« Details - A detailed summary of the cause of the fault
« User Action - The action you can take to resolve the fault

Addressing Faults

After viewing a fault and deciding on the appropriate course of action, you can address the fault through the user
interface (Ul). You can mark a fault as Ignored or Resolved. If you have fixed the underlying cause of the fault, mark
it as Resolved. Note that if the fault condition persists, it will be detected in the future and re-diagnosed. You can
mark the fault as Ignored if it meets the following criteria:

+ Thefaultis caused by a well-understood issue that cannot be changed
« Itsimpact on the Delphix Engine is well understood and acceptable

In this case, the fault will not be re-diagnosed even if the fault condition persists. You will receive no further

notifi

cations.

To address a fault follow the steps below.

1.
2.
3.

4.

a

In the top menu bar, click Faults.

In the list of faults, click a fault date/name to view the fault details.

If the fault condition has been resolved, click Resolve.

Note that if the fault condition persists it will be detected in the future and re-diagnosed.

If the fault condition describes a configuration with a well-understood impact on the Delphix Engine that
cannot be changed, you can ignore the fault by clicking Ignore.

Note that an ignored fault will not be diagnosed again even if the underlying condition persists.

By default, when a critical or warning fault occurs, the Delphix Engine immediately sends an email to
the Engine Administrator (admin). Make sure you have configured an SMTP server and defined an appropriate
email address for Engine Administrator (admin). See Initial Setup for more information.

Critical or Warning Alert Emails

By default, emails will also be sent for critical or warning alerts (aka events). You can modify the default
behavior by changing the alert profile with the CLI. See the CLI Cookbook Creating Alert Profiles for more
information.

Fault Lifecycle Example

Below is an image of the fault card for the fault "TCP slot table entries below the recommended minimum."
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WARNING

Date
Dec 19,2018 2:32 AM

Title
TCP slot table entries below recommended minimum

Target
bbdhep-AHCI-58503.dcenter.delphix.com

Details
The TCP sunrpc.tep_slot_table_entries property is currently set to 16" which
is below the recommended minimum value of 128.

User Action
Raise the sunrpc.tcp_slot_table_entries value to at least 128.

@ Resolving and Ignoring Resolve  Ignore

The Details section of the fault explains that the sunrpc.tcp_slot_table_entries property is set to a value that is
below the recommended minimum of 128. The User Action section instructs you to adjust the value of the
sunrpc.tcp_slot_table_entries property upward to the recommended minimum. The process for adjusting this
property differs between operating systems. To resolve the underlying issue, search "how to adjust
sunrpc.tcp_slot_table_entries" using a search engine and find that the second result is a link to the Delphix
community forum describing how to resolve this issue. After following the instructions applicable to your operating
system, return to the Delphix Ul and mark the fault Resolved.

Related Topics

« Monitoring and Log Management

+ Viewing System Faults

« CLI Cookbook: Creating Alert Profiles
« Initial Setup
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System Events Overview
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The event log interface has been improved to provide filtering, sorting, and exporting.

Events

O Predefined Range Timestamp

1 ek ¢ Jan2, 2019 23805 M
Jan 2, 2019 23805 PM
Dec 30,2018 10:37:11 AM
Custom Range

0, 2018 10:37:11 AM
018 73605 PM
018 B:57:35 PM
018 12:43:4% PM

Deec 26, 2018 23851 PM

dan 2, 2019 23881 PM

018 3:22:03 PM
e 26, 2018 2240047 PM
018 24047 PM
6, 2018 2:40:36 PM

Jec 26, 2018 23951 PM
L 2018 239:51 PM

018 23947 PM
Jec 26, 2018 23934 PM
Dec 26, 2018 2:39:34 PM

Severity
NFORMATIONAL
INFORMATIONAL
NFORMATIONAL
INFORMATIONAL
NFORMATIONAL

INFORMATIONAL
NFORMATIONAL

NFORMATIOMNAL
INFORMATIONAL
INFORMATIONAL
INFORMA’

INFORMATION AL
NFORMATIONAL
INFORMATIONAL
NFORMATIONAL

Dec 26, 2018 2:38:51 PM - Jan 2, 2019 2:38:51 PM

Target

dbedhcp2-dbdh_661-1 5451 552
didhep2-dbih_GGT1545155
s engers DB

S ield DB 2.0
SuperHero Prod/Cyborg 1.0
system

system

SuperHera Dev/Shield DB 2.0
Supe fAvengers DB
system

ield 0B 2.0
545155,

anagement rest
anagement rest

anagement rest

anagement rest

Description

The Management Service is 51,
The management service is 51
DB

The management service is s1
The management service is st
DB_REFRESH job for "Super
DB_5YI

job {ero

DB_REFRESH job for “SuperH.

for "SuperHern

1+

Event
alert jobs complete.chjec

alert jobs

alert jobs com

alert jobs

alert system. anage
alert system star anage.
alert jobs cos
alert jobs coam

alert system.

alert.system star

alert jobs

alert jobs oo

alert jobs.o
alert.jobs com
alert jobs
alert jobs com
alert jobs

alert jobs complete.object

Event Viewer screen

As shown above, the Event Viewer window provides information about all the events that occurred for the selected
time period. Text matching is limited to the following columns:

+ Action
+ Description

Dec 26, 2018 2:38:51 PM

Jan 22019 23851 PM

1PM-

Events Dec 26, 2018 2:38:5
O Predefined Range Timestamp
— 018 5:57:35 PM
o B12:43:49 PM
l , 2018 7:05:43 PM
Custom Range Dec 26, 2018 3:22:03 PM

an 2, 2019 2:38:51 PM

3
Target

system
system
system

system

Status

Unexpected man agement rest
Unexpected management rest
Unexpected management rest

Unexpected management rest

. M

Description

The management service is s1

ing

.
Event e

alert system.startup. manage
alert system. startup.manage.
alert.system. startup. manage.

alert system startup. manage

Event Viewer screen filtered for warning events

In the Event Viewer window, you can:

are filtering for “warning.”

Click the Export button to export your results to a .csv file.

Click a column header to sort rows by the values found in that column.

Enter filter text to reduce the results to only those rows matching the text entered. In the example above, we
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The first time you click a header, rows will sort in ascending order. Clicking the same header a second time will sort
the rows in descending order. Clicking the same header a third time will restore the results to their default sort
order.

Procedure

1. Launch the Delphix Management application.
2. Click System.

3. Select Events.

4. Select atimerange.

Sorting and Filtering
Optional: You can enter filter text to reduce the results to only those rows matching the text entered.

Text matching is limited to the following columns:

« Severity
« Status
+ Description

You can click on a table column header to sort rows by the values found in that column.

The first time you click a header, rows will sort in ascending order. Clicking the same header a second time will sort
the rows in descending order. Clicking the same header a third time will restore the results to their default sort
order.

Click the page navigation buttons to advance through large result sets.

Column Resizing and Tooltips
If you wish, you can resize column widths to better fit the data to the available screen space. To resize a column:

1. Hover the mouse over a column separator found in the header.

This will cause the mouse pointer to change shape.
2. Click and drag and the column separator to the desired position.

Dragging to the left will reduce the column width. Dragging to the right will increase the width.
3. Release the mouse button.

I+

Audit Jan 2, 2019 1:45:54 PM - Jan 2, 2019 2:45:54 PM USER.LOGIN

© Predefined Range Timestamp User/Policy

JanZ. 2019 22314 PM
an 2, 2019 1:4

Description

Custom Range
Ty ghanag: the, widih, of a
Jan 2, 2019 1:45:54 PM = GOlUmRm ROMBE OMa: the
column seRaralorn.

Jan 2, 2019 2:45:54 PM

Alternatively, you can auto-size a column to fit the widest value of the current page:

1. Hover the mouse over a column separator found in the header.
This will cause the mouse pointer to change shape.
2. Double click the column separator.

Values that do not fit within their column will be truncated with an ellipses (...). Hover the mouse over any value to
see a tooltip rendering the complete, non-truncated value.
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53 - ‘53" Filter: None +
Jan 2,2019 1:53:09 PM - Jan 2, 2019 2:53:09 PM NN ONal A dRRURlOn =
10,580 % l00llip,

Timestamp User/Policy Action Description

-Jan 2,2019 2:40:30 PM Refresh DB_SYNC Run SnapSyne for database "Shield DB 2.0,

Jan 2,2019 2:40:03 PM Refresh ORACLE_UPDATE_REDOLOGS Update Oracle online redo log files for virtual da

-Jan 2,2019 2:39:36 PM Refresh DB_SYNC Run SNapSYn' jo e Oracle oniine redo log fi

Jan 2,2019 2:38:01 PM Refresh SOURCE_STOP Stop dataset’ ::‘;:‘.;;;_"";‘;’;‘1;26;35,95__

Jan 2, 2019 2:368:01 PM Refresh SOURCE_STOP Stop dataset "dbdhcp2-dbdh_661-15451552307...

Jan 2,2019 2:38:00 PM Refresh DB_REFRESH Refresh database "Shield DB 2.07,

Jan 2,2019 2:38:00 PM Refresh DB_REFRESH Refresh database "Avengers DB 1.17.

Jan 2, 2019 2:38:00 PM Refresh DB_REFRESH Refresh database "Cyborg 1.0".

Jan 2,2019 22745 PM admin SOURCE_DISABLE Disable dataset "dbdhcp2-bbdhep-AHCI-58503...

Jan 2,2019 2:27:44 PM admin SOURCES_DISABLE Disable a list of datasets in environment "Hawk”.

Jan 2,2019 22743 PM admin ENVIRONMENT_ENABLE Enable environment "Hawk™.

Jan 2,2019 22714 PM admin ENVIRONMENT_DISABLE Disable environment "Hawk”.

Jan 2,2019 22317 PM admin MASKINGJOB_FETCH Fetching all Masking Jobs from "localhost”.

Jan 2,2019 2:23:.14 PM admin USER_LOGIN Log in as user "admin” from IP "172.16.116.59".

Exporting Results

Click the Export button to download the current page of results to a file of comma-separated values (CSV).

Related Topics

» System Faults
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Accessing Audit Logs

This topic describes how to access audit logs. The audit log provides a record of all actions that were initiated by a
policy or user, regardless of whether that action was successful.

Overview

Audit logs provide a record of all actions that were initiated by a policy or user, regardless of whether that action
was successful. The audit log interface has been improved to provide filtering, sorting, and exporting.

P Jan 2, 2019 1:53:09 PM - Jan 2, 2019 2:53:09 PM a
© Predefined Range Timestamp User/Palicy Action Description
1 Hour H Jan 2, 2019 2:40:30 PM Refresh DB_SYNC Run SnapSync for tabase “Shield DB 2.0"

Jan 2, 2019 2:40:03 PM Refresh OR UPDATE_REDOLOGS Update
Jan 2, 2019 2:39:36 PM Refresh DB_SYNC Run SnapSync
Jan 2, 2019 2:38:01 PM Refresh SOURCE_STOP Stop dataset "dbdhcp2-dbdh_GGT-1 545155338

do log files for virtual da.

tabase “Avengers 1.1
Custom Range
Jan 2, 2019 2:38:01 PM Refresh

Step dataset "dbdhcp2-dbdh_661-15451 552301

Jan 2. 2019 1:53:09 PM

Jan 2, 2019 2:36: 4 Refresh datab hield DB 2.07
2019 2:38:00 PM Refresh Refresh database gers DB 1.1
Jan 2, 2019 2:38:00 PM Refresh Refresh database "Cyborg 1.07.
R S R Jan 2, 2019 2:27:45 PM admin Disable datas hepz-bbdhep-AHCH58503
Jan 2, 2019 2:27:44 PM admin Disable alist of d: in environment "Hawk".
Jan 2, 2019 2:27:43 PM admin Enable environment “Hawk™
Jan 2, 2019 22714 PM admin Disable environment *Hawk’.
Jan 2, 2019 2:2: admin X Fetching all Masking Jobs f
Jan 2, 2019 2:23:14 PM admin USER_LOGIN Log in as user “admin” from

Audit window

As shown above, the Audit window displays all actions that were initiated for the selected period of time. You can
enter filter text to reduce the results to only those rows matching the text entered. In the figure below, we are
filtering for “user.”

Text matching is limited to the following columns:

« Action
« Description

Rt Jan 2, 2019 1:53:09 PM - Jan 2, 2019 2:53:09 PM ° ' -
©Fredefined Rangs ° Timestamp User/Policy Action Description °
1 Hoar : Jan 2, 2019 2.40:30 PM Refresh DB_SYNC . 3 d
Jan 2,2019 2:40:03 PM Refresh
Jan 2, 2019 2:39:36 PM Refresh
L Jan 2, 2019 2:36:01 PM Refresh
Jan 2,2019 2:38:01 PM Refresh
TR ST Jan 2.2019 2:38:00 PM Refresh Refresh database "Shield DB 2.0°
Jan 2, 2019 2:38:00 PM Refresh tabase “Avengers DB 1.1°.
Jan 2, 2019 2:38:00 PM Refresh Refresh database "Cyborg 1.07.
kLB S Jan 2, 2019 2:27:45 PM admin dataset "dbdhop2-bbdhop-AHCH58503

DISABLE

Jan 2, 2019 22744 PM admin BLE Disable a list of de in environment “Hawk"
Jan2, 2019 22743 PM admin ENVIRONMENT_ENABLE ironment "Hawk”

Jan 2. 2019 2:27:14 PM admin ENVIRONMENT_HSABLE nment "Hawk”™

Jan2, 201922317 PM admin MASKINGJOB_FETCH Fetching all Masking Jobs f! localhost
Jan2, 201922314 PM admin USER_LOGIN Log in as user “admin” from 2.16.116.59"

Audit window filtered for User events

n Enter filter text to reduce the results to only those rows matching the text entered. In the example above, we
are filtering for “user.”

Click the Export icon to export your results to a .csv file.
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The first time you click a header, rows will sort in ascending order. Clicking the same header a second time will sort
the rows in descending order. Clicking the same header a third time will restore the results to their default sort
order.

You can click a column header to sort rows by the values found in that column.

Actions displayed in the Actions panel or on the Audit page are kept forever.

Procedure

1. Login to the Delphix Management application using admin credentials.
2. Click System.

3. Select Audit.

4. Select an audit log time range.

Sorting and Filtering

B Dec 26, 2018 3:08:56 PM - Jan 2, 2019 3:08:56 PM o USER_LOGIN 1
© Predefined Range el-meswmu [UsenPahcy Action Description °
W : TN 2. 20T 22 TR P = admin USER G Log in as user "admin” from IP "172.16.116.59

from IP*172.16.116.

mIP"17T2.16.116.59

Custom Range
nin” from IP *172.16.116.

r “admin® from IP *172.16.116.59

Dec 26, 2018 3:0856 PM sysadmin u T “sysadmin” from IP *172.16.116,

xdmin u T “admin” from IP 172.16.116.59

sadmin” from IP "172.16.116.

sysadmin U
Jan 2, 2019 3:08:56 PM

admin USER_LOGIN Log in as user “admin” from IF *172.16.116.59

n Enter filter text (e.g. USER_LOGIN) to reduce the results to only those rows matching the text entered.

o You can click on a table column header to sort rows by the values found in that column. The first time you
click a header, rows will sort in ascending order. Clicking the same header a second time will sort the rows in
descending order. Clicking the same header a third time will restore the results to their default sort order. Text
matching is limited to the following columns:

Click the Export icon to export your results to a .csv file.

« Action
« Description

Click the page navigation buttons to advance through large result sets.

Column Resizing and Tooltips

If you wish, you can resize column widths to better fit the data to the available screen space. To resize a column:

1. Hover the mouse over a column separator found in the header.

This will cause the mouse pointer to change shape.
2. Click and drag and the column separator to the desired position.

Dragging to the left will reduce the column width. Dragging to the right will increase the width.
3. Release the mouse button.
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Audit Jan 2, 2019 1:45:54 PM - Jan 2, 2019 2:45:54 PM USER_LOGIN x
D raderine Rampe Timestamp User/Policy Action Description
Hour B Jan 2, 201922314 PM admin USER_LOGIN Log in as user "admin” from 1P *172.16.116.59"
Jan 2, 2019 14713 PM sysadmin USER_LOGIMN Log in as user "sysadmin® from IP "172.16.116,
Custom Range
To change the width of a
LTI D) column, hover over the
column separator.
Jan Z, 2019 24554 PM
Alternatively, you can auto-size a column to fit the widest value of the current page:
1. Hover the mouse over a column separator found in the header.
This will cause the mouse pointer to change shape.
2. Double click the column separator.
Values that do not fit within their column will be truncated with an ellipses (...). Hover the mouse over any value to
see a tooltip rendering the complete, non-truncated value.
Jan 2, 2019 1:53:09 PM - Jan 2, 2019 2:53:09 PM Hover over a description z
to see a tooltip.
Timestamp User/Policy Action Description
Jan 2, 2019 2:40:30 PM Refresh DB_SYNC \ Run SnapSync for database "Shield DB 2.0°,
Jan 2,2019 2:40:03 PM Refresh ORACLE_UPDATE_REDOLOGS Update Oracle online redo log files for virtual da..
Jan 2, 2019 2:39:36 PM Refresh DB_SYNC Run SnapSyn U’pd“" s o |ng‘-r'\|-¢; Tor virtusl
Jan 2,2019 2:38:01 PM Refresh SOURCE_STOP Stop dataset’ ::31237121':12:1:::95
Jan 2,2019 2:38:01 PM Refresh SOURCE_STOP Stop dataset “dbdhcp2-dbdh_661-15451552307 ...
Jan 2,2019 2:38:00 PM Refresh DB_REFRESH Refresh database "Shield DB 2.0”
Jan 2,2019 2:38:00 PM Refresh DB_REFRESH Refresh database "Avengers DB 1.17
Jan 2, 2019 2:38:00 PM Refresh DB_REFRESH Refresh database "Cyborg 1.0".
Jan 2,2019 2:27:45 PM admin SOURCE_DISABLE Disable dataset "dbdhcp2-bbdhep-AHCI-58503....
Jan 2, 2019 2.27:44 PM admin SOURCES_DISABLE Disable a list of datasets in environment "Hawk.
Jan 2,2019 2:27:43 PM admin ENVIRONMENT_ENAELE Enable environment "Hawk”
Jan 2,2019 2:27:14 PM admin ENVIRONMENT_DISABLE Disable environment "Hawk"
Jan 2,2019 2:23:17 PM admin MASKINGJOB_FETCH Fetching all Masking Jobs from "localhost”
Jan 2,2019 2:23:14 PM admin USER_LOGIN Log in as user "admin” from IP "172.16.116.59"

Exporting Results

Click the icon to download the current page of results to a file of comma-separated values (CSV).

Related Topics

+ Monitoring and Log Management
« Creating Support Logs
« Setting Support Access Control

Configuration- 284



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Creating Support Logs

This topic describes how to create support bundles and manage server access control for Delphix Support.

Support bundles are used by Delphix as diagnostic tools for resolving Delphix Engine issues and routine
maintenance. Support bundles can be transferred directly to Delphix Support or downloaded. No customer-specific
datais included in the support bundle information. All passwords and personal data are either encrypted or
omitted. This is an outbound-only connection from the Delphix Engine.

Using the GUI

1.
2. Click Help.

3.

4. The Support Bundle dialog appears.

5.

Log into the Delphix Management appliance as an Engine administrator.

Select Support Logs.

Support Bundle X

Select Support Bundle Type

All v

Download or Transfer Support Bundle
@® Transfer

O Download

Support Case Number

Hide advanced

Analytics
Include all analytics data (the default is a 10MB limit)

Select Download or Transfer.

a. Ifyou select Download, then the support logs will be downloaded as a compressed ".tar "fileinto

a folder on your workstation.

b. If you select Transfer, then the support logs will be uploaded over HTTPS to Delphix Support. If you

have configured an HTTP Proxy, it will be used to send the support logs.
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c. Ifthereisasupport case involved, then please enter the case number to associate the logs to the
case.
6. Click on Show advanced and select Analytics. This will include all the analytics data (default, up to 10MB) in
the Support Bundle.
7. Click OK.

a. Ifyou selected Download and have the compressed " . tar " file in a folder on your workstation,

please upload that file to Delphix Support via the website at http://upload.delphix.com.
b. Ifthereisasupport case involved, then please enter the case number (again) to associate the logs to
the case.

You can also access support log functionality in the ServerSetup application using sysadmin credentials.
Click Support Bundle in the top menu bar.

Using the CLI
1. sshinto your Delphix Engine.

ssh <sysadmin_user>@<delphixengine>

2. Run the upload operation.

delphix > service

delphix service > support

delphix service support > bundle
delphix service support bundle > upload

3. Commit the operation.

delphix service support bundle upload *> commit

Related Topics

+ Accessing Audit Logs
+ Setting Support Access Control
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Setting Support Access Control

This topic describes how to set the Support Access Control for Delphix Support. Support access control enables
Delphix Support to access your instance of the Delphix Engine for a defined period of time using an access token.

1. Loginto the Delphix Setup application using sysadmin credentials.
Click Server Preferences.
Select Support Access.
Click Enable.
Set the time period during which you want to allow Delphix Support to have access to your instance of the
Delphix Engine.
6. Click Generate Token.
Provide the token to Delphix Support to enable access to your server.

ok wnN

Related Topics
« Creating Support Logs
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Setting Syslog Preferences

Syslog is a widely used standard for message logging. It permits the separation of the software that generates
messages, the system that stores them, and the software that reports and analyzes them. Delphix makes use of
syslog as one of the standard mechanisms, along with SNMP and email, to distribute important user and system
events, such as alerts, faults, and audits. In the case of Delphix, each Delphix Engine acts as a syslog client which
propagates the events to a centralized syslog server.

The network protocol over which the Delphix Engine communicates with the syslog server is standardized in RFC
5424, As a protocol, it supports using either UDP (RFC 5426) or TCP (RFC 6587) as the underlying transport and
optional TLS mapping has been introduced to encrypt the messages over the wire for security purposes (RFC
5425). However, as of this release, we only support syslog over UDP with no encryption, which implies that syslog
messages are always sent in the clear and may be lost during transmission and delivered out of order due to the
limitations of UDP.

To configure for syslog support, you must specify the communication endpoint to which the syslog server listens,
which includes the hostname or IP address of the syslog server and an optional port number. The latter defaults to
514 according to the syslog standard but it can be changed if necessary.

System and user events generated by Delphix are always forwarded immediately to the syslog server, which
ensures the timely delivery of important events that may require immediate action.

A couple of different output formats are supported for messages delivered over syslog, namely, TEXT and JSON.
The TEXT format is the default. To change the message format, as of this release, you must do so via the CLI.

1. Loginto the Delphix Setup application using sysadmin credentials.
2. Select Preferences > Syslog Configuration.

DELPHIX SETUP Dashboard Preferences  Support Bundle  Help

Support Access

Dashboard

Syslog Configuration

Software Version © SNMP Configuration Storage

Splunk Configuration

Engine

3. Select Enable Syslog.

4. Select the severity level of the messages you want to be sent to the syslog server.

5. Click the pencil icon next to Syslog Servers and then in the Syslog Configuration window select the plus
icon.
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6. Enter the syslog server hostname/IP address and port number.

Syslog Configuration X

Syslog Status
Enable Syslog

Syslog Severity
Critical -

Syslog Servers +

Address

10.10.10.1

Fort

314

7. Click Save.
Related Topics

+ Monitoring and Log Management
+ Severity Levels for Syslog Messages
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Severity Levels for Syslog Messages
This topic discusses the syslog reporting feature of the Delphix Engine, along with severity levels.

Syslog is a widely used standard for message logging. It permits the separation of the software that generates
messages, the system that stores them, and the software that reports and analyzes them. Delphix makes use of
syslog as one of the standard mechanisms, along with SNMP and email, to distribute important user and system
events, such as alerts, faults, and audits. In the case of Delphix, each Delphix Engine acts as a syslog client which
propagates the events to a centralized syslog server.

Every syslog message is attached to a severity level. As the name suggests, the severity level describes the severity
of the event in question.

& Audit Logs
Audit records are Informational syslog messages. If you would like to forward Audit records, choose
Severity Level Informational.
Severity levels

Every syslog message is attached to a severity level number. Delphix defines the severity of syslog messages in
accordance with RFC 3164. There are eight severity levels available, as follows:

Numerical Severity
Code

Emergency: system 1is unusable

Alert: action must be taken immediately
Critical: critical conditions

Error: error conditions

Warning: warning conditions

Notice: normal but significant condition

Informational: informational messages

~N~ o a0 b~ W N R O

Debug: debug-level messages

When setting up the syslog settings for your Delphix Engine, you have the ability to choose what alerts to report.
The severity levels above are available for users to select. Once you select a severity level, the Delphix Engine will
send messages of the same or higher severity (i.e., the same or lower number) to your syslog server. Therefore,
there is no reason to select more than one severity. For example, if the "Notice" severity level is selected, all events
less severe than Notice (Informational and Debug) will not be reported. If you want all events to be reported via
syslog, the Debug severity level should be chosen.

Related Topics

+ Setting Syslog Preferences
+ Monitoring and Log Management
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Diagnosing Connectivity Errors

Prior to the 5.1 release, when the Delphix Engine ran into an error operating on an external database or
environment, it reported the immediate error that it had encountered; there was no mechanism for automatic
analysis of the root causes of failures. The 5.1 release included infrastructure for automatic diagnosis of errors.
When one of there errors occurs, the Delphix Engine now launches a set of tests to locate the root cause of the
problem and present the result of the diagnosis. This will help you easily identify the true sources of errors such as
closed ports or misconfigured router.

Failed Actions

The Delphix Engine communicates failures in two different manners: actions that fail to complete, and faults. To
view failed actions:

1. Inthe top right-hand corner of the Delphix Management application, click Actions.
2. For more information about why the action failed, click the (i) icon to show the error dialog.

Actions
Create and discover environment "bigprovi... @
| |
Add environment user "ora11203". v

Create environment "bigprovision.delphix.com".

Failed to add host "bigprovision.delphix.com"
because it belongs to another host
environment "bigprovision”.

Make sure that you are not trying to create
duplicate host environments.

The following shows a popup message with more information about the problem and what actions to take to
resolve it. For some errors, the Delphix Engine will be able to diagnose the problem further and display this extra
information under Diagnosing Information. In the screenshot above, the job failed because the Delphix Engine was
unable to lookup the host address.
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Create environment "bigprovision.delphix.com”.

X

Error
Failed to add host "bigprovision.delphix.com" because it belongs to another
host environment "bigprovision”.

Error Code
exception. host.host.already.exists

Suggested Action
Make sure that you are not trying to create duplicate host environments,

Viewing Active Faults

A fault symbolizes a condition that can affect the performance or functionality of the Delphix Engine and must be
addressed. Faults can be either warnings or critical failures that prevent the Delphix Engine from functioning
normally. For example, a problem with a source or target environment can cause SnapSync or LogSync policy jobs
to fail. Faults will show up as active as long as:

« The erroris still occurring, or
+ You have chosen to manually resolve it or ignore it

For example, if a background job fails, it will create a fault that describes the problem. To view any active faults:
« Inthe top right-hand corner of the Delphix Management interface, click Faults.

This brings the Faults screen listing all active faults.
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Faults

Current Archive

A WARNING
WARNING
WARMING
WARNING
WARMING
WARNING
WARNING
WARNING
WARNING

OoDoooooOoo

Diagnosed

Dwec 19, 2018 2:32 AM
Dec 19,2018 2232 AM
Dec 19, 2018 2:32 AM
Dec 18,2018 2223 PM
Dec 18, 2018 9:52 AM
Dec 18, 2018 9:52 AM
Dec 18, 2018 9:52 AM
Dec 18, 2018 9:40 AM
Dec 18, 2018 9:39 AM

Resolve All

Title

TCP slot table entries below recomm..

TCP WMEM default iz below the reco
TCP RMEM default is below the reco

Imvalid database credentials

TCP slot table entries below recomm...

TGP WMEM default is below the reca
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WARNING

Date
Dec 19,2018 2232 AM

Title
TGP slot table entries below recommended minimuam

Target
bbdhcp-AHCI-58503, deenter delphix, com

Details
The TGP sunmpe.tcp_siot_table_entries property is cumently
se1 10 16 which is below the recommended minimum value
of 128.

User Action
Raise the sunrpc.tcp_slot_table_entries value to at least
128.

@ Resolving and Ignoring Resalve  Ignore

The screenshot above illustrates a fault with regard to a failure to a TCP slot table entry. The Delphix Engine will
mark an object with a warning triangle to indicate that it is affected by an external problem. You can view more
details of the fault by looking at the active faults and their fault effects.

Related Topics

« System Faults
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Email (SMTP) Alert Notifications

Overview
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The configuration for SMTP-based alert notifications has two components:

+ The configuration of an SMTP gateway by the Delphix system administrator
+ The configuration of one or more alert profiles (if needed)

Configuring the SMTP Gateway

Prior to having email-based alerts function properly, many organizations require that an SMTP gateway is
configured, through which all outbound email is sent.

Before email-based alerts can function properly, many organizations require that an SMTP gateway is configured,
through which all outbound email is sent.

1. Contact the appropriate administrator for your site in order to determine the properly SMTP gateway

settings.

2. Login to the Delphix Setup application as sysadmin or another user with system administrator privileges.
3. Onthe Dashboard screen, locate the Serviceability section, and click Modify.

Dashboard
Software Version @

Engine

Current Version

Build Date

Dec 18, 2018 3:11:35 PM

Latest Version

201812187

Data Services Compaonent
Enable

Users @

Username

sysadmin

System Summary o

Dynamic Data Platform 201812187

+= S
Email

weblester] @smiptest.c

Storage 0 Modify

B oaa 24.00GB
|_| Unassigned

. Unused

Name ~ Size Usage A...
DiskZ:1 3.00GB DATA

Disk2:2 8.00GB DATA

Digkz:3 B.00GE DATA
Network @ Meodify

Network Interface
ens160

Interface Configured
Yes

Jumbe Frames Enabled

Time o Modify
Time Zone

US/Pagific UTC -08:00

NTF Server

172.16.101.11

Authentication o Modify

Authentication Service
Local Authentication

Serviceability o

Web Proxy
Disabled

Phone Home
Disabled

User-click Analytics

Mo Disabled

Server I 564DIIAB-507T-CD0- IP Address Type

9EFD-82EB4BEBDABS boHER SMTP Server

. Disabled
Manufacturer .-v’ W ih-nlltt. IP Address
Model Virtual_disk 10.43.3.98
Serial 6000290710001 ddE000C24

OfeceShac Subnet Mask
Processor 2% 2.90GHz 255.255.0.0
" n

Serviceability for SMTP Gateway
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4. If not checked already, check the box next to Use an existing SNMP server.

Serviceability X

If enabled, this senice will automatically send a stream of anonymous, non-personal metadala describing user interaction with the
product’s user interface. This data will help us 10 better understand how our products are being used, and to improvie our products and
Services

Enable Usage Analytics

SMTP

Configure the Delphix Engine's SMTP sending service to enable email natifications. Your sysadmin email will be used for receiving
system reports, events, and fault notifications.

Use an axisting SMTP server

Enable emall notifications for faults and events

Server Name or IP Address Port

TLS Authentication
Use TLS Authentication

SMTP Authentication
Use SMTP Authentication

Usar

sysadmin

Password

From Emall Address

noreply@delphix.com

SMTP Send Timeout 0

60

5. Ata minimum, enter the required information:
a. SMTP Server Name of IP Address
b. SMTP port
¢. From Email Address
This will be the email address from which all alert email will be sent.
6. Click Test to verify that you are able to receive email properly.
7. Click Save to save changes.

For further information, see the “Serviceability” section of Initial Setup.

Alert Profiles
The Delphix Engine can send out email notifications when alerts happen. Alert profiles control this functionality.

An alert profile is composed of two things:
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« Filter Specification: Afilter, or combination of filters, that specifies which alerts are of interest.
« Alert Action: This specifies the email addresses to which the Delphix Engine will send an email when an alert
matches the filter specification.

By default, the Delphix Engine has a single alert profile configured with the following parameters:

« Filter Specification: Match any alert with a severity level of CRITICAL or WARNING.
« Alert Actions: Send an email to the address defined for user admin.

() Default domain user

The default domain user created on Delphix Engines is now admin instead of delphix_admin. When
engines created before 5.3.1 are upgraded to 5.3.1 or later they will retain their old username
'delphix_admin'. To avoid complications Delphix recommends creating users with an admin role
and then Disabling delphix_admin.

Using the CLI, it is possible to:

+ Modify the system default alert profile

« Create additional profiles in addition to the default one

+ Set multiple actions for a single profile, such as "email dephix_admin" and "email
userl@mycompany.com".

Simple Filters

« Filtered by Owner of alerts target - for example, objects owned by user 1

Complex Filters
Complex filters combine/modify other sub-filters:

« “And” filter - Used when all conditions defined must be met for the filter to notify the user with an email

« “Or” filter - Used when either one or the other of the conditions defined in the filters must be met for the
filter to notify the user with an email

« “Not” filter - Used to exclude items

Limitations

+ Thisis a CLI feature.
« Alert Profiles do not override permission settings. If you do not have Read permission on an object then your
alert profile will never get triggered for that objects alerts, regardless of your filter settings.

The following CLI examples will run through how to create these three filters. Each example provides three different
methods of setting up a profile. These include the following:

« Asimple profile
«+ A profile with two filters
« Acomplicated profile

For more information, see CLI Cookbook: Creating Alert Profiles.

A Simple Profile

A simple profile approach matches the Delphix out-of-the-box default alert profiles. To create a simple alert profile
using the CLI as seen in the figure below, go into the alert profile section of the command-line interface (CLI) and
create a new profile. Line four prompts the engine to send an email when the filters are triggered. The following
three command lines refer to the filter specifications. Follow two severity levels: warning and critical. This will
trigger an email alert when any warning or critical events occur.
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twalsh-trunk.dcenter> cd alert

twalsh-trunk.dcenter alert> cd profile

twalsh-trunk.dcenter alert profile> create

twalsh-trunk.dcenter alert profile create *> set actions.0.type=AlertActionEmailUser
twalsh-trunk.dcenter alert profile create *> set filterSpec.type=SeverityFilter
twalsh-trunk.dcenter alert profile create *> set filterSpec.severityLevels.0=CRITICAL
twalsh-trunk.dcenter alert profile create *> set filterSpec.severityLevels. 1=WARNING
twalsh-trunk.dcenter alert profile create *> commit

Simple Alert Profile example in the CLI

A Compound Alert Profile

Creating a compound alert profile in the CLI will combine two filters together. This profile triggers an email about
any alert on objects owned by the delphix_admin plus any other alert that is critical. The compound alert profile
creates two filters. The first one will be the target owner filter, which in this case is admin. The second filter is the
severity filter, allowing users to match anything that is critical. Combine these two filters using the OR logic so that
if any of the sub-filters match, the whole filter matches. An example of this can be seen in the figure below.

“Target Owner” Filter
“Or” Filter delphix_admin

‘“Severity” Filter
CRITICAL

Alert Profile using OR logic

While working in the CLI, the first four lines describe a simple alert profile. The distinction between simple and
compound alert profiles is that in a compound profile, the top-level filter uses an OR filter with sub-filters for target
owner and severity level, as seen in line five of the figure below.

twalsh-trunk.dcenter> cd alert

twalsh-trunk.dcenter alert> cd profile

twalsh-trunk.dcenter alert profile> create

twalsh-trunk.dcenter alert profile create *> set actions.0.type=AlertActionEmailUser
twalsh-trunk.dcenter alert profile create *> set filterSpec.type=0OrFilter

twalsh-trunk.dcenter alert profile create *> set filterSpec.subFilters.0.type=TargetOwnerFilter
twalsh-trunk.dcenter alert profile create *> set filterSpec.subFilters.0.owners.0=delphix_admin
twalsh-trunk.dcenter alert profile create *> set filterSpec.subFilters.1.type=SeverityFilter
twalsh-trunk.dcenter alert profile create *> set filterSpec.subFilters.1.severityLevels. 0=CRITICAL
twalsh-trunk.dcenter alert profile create *> commit

A Compound Alert Profile
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Complex Alert Profile

A complex alert profile uses the profile filter created in the compound alert profile and modifies it. For the example
shown in the figure below, you have a VDB named test_instance that you do not need any emails about. The
following commands will create an effective filter.

1. Create an OR filter with two sub filters: target owner and event type.

2. Create a NOT filter which will exclude the VDB (test_instance) from which you do not want to receive
notifications.

3. Usethe AND logic to combine all these filters together, as seen below.

“And” Filter

“Or” Target Owner” Filter

“ ljrlot" Filter delphix_admin
Filter

“Target” “Event Type” Filter
Filter

test_instance | |

fault.”

Complex Alert Profile

Below is an example of the command lines used to set up this complex profile.

twalsh-trunk.dcenter> cd alert

twalsh-trunk.dcenter alert> cd profile

twalsh-trunk.dcenter alert profile> create

twalsh-trunk.dcenter alert profile create *> set actions.0.type=AlertActionEmailUser

twalsh-trunk.dcenter alert profile create *> set filterSpec_type=AndFilter

twalsh-trunk.dcenter alert profile create *> set filterSpec.subFilters.0.type=NotFilter

twalsh-trunk.dcenter alert profile create *> edit fiterSpec.subFilters.0.subFilter

twalsh-trunk.dcenter alert profile create filterSpec.subFilters.0.subFilter *> set type=TargelFilter
twalsh-trunk.dcenter alert profile create filterSpec.subFilters.0.subFilter *> set targets.0=test_instance
twalsh-trunk.dcenter alert profile create filterSpec.subFilters.0.subFilter *> back

twalsh-trunk.dcenter alert profile create *> set filterSpec.subFilters.1.type=OrFilter

twalsh-trunk.dcenter alert profile create *> set filterSpec_subFilters.1.subFilters.0.type=TargetOwnerFilter
twalsh-trunk.dcenter alert profile create *> set filterSpec.subFilters.1.subFilters.0.owners.0=delphix_admin
twalsh-trunk.dcenter alert profile create *> set filterSpec.subFilters.1.subFilters.1.type=SeverityFilter
twalsh-trunk.dcenter alert profile create *> set fillerSpec.subFilters.1.subFilters.1.severityLevels=CRITICAL
twalsh-trunk.dcenter alert profile create *> commit

Complex Alert Profile CLI

Creating Alert Profiles

1. SSHinto your engine's CLI using your delphix_admin username and password

Configuration- 298



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

ssh delphix_admin@yourdelphixengine

2. Start creating your new profile. After logging in to get to the alert section enter alert.

delphix > alert

delphix alert > profile

delphix alert profile > create
delphix alert profile create * > 1s

3. SetAction(s)
Use AlertActionEmailList if you want to specify a list of email addresses for this profile.

delphix alert profile create *> set actions.0.type=AlertActionEmaillList

delphix alert profile create *> set actions.0.addresses.0=<email address to send
to>

delphix alert profile create *> set actions.0.addresses.l=<additional email
address>

delphix alert profile create *> set actions.0.addresses.2=<additional email
address>

Or, use AlertActionEmailUser if you just want the emails to go to the email address associated with this
Delphix user.

delphix alert profile create *> set actions.0.type=AlertActionEmailUser

Itis possible to add more than one action here, so you may use
both AlertActionEmailList and AlertActionEmailUser if desired.

4, Setfilter
Here is an example of setting a simple severity filter. With this filter, emails will be sent for
any CRITICAL or WARNING alerts.

delphix alert profile create *> set filterSpec.type=SeverityFilter
delphix alert profile create *> set filterSpec.severitylLevels.0=CRITICAL
delphix alert profile create *> set filterSpec.severitylLevels.1=WARNING

Here is an example of setting a simple target-owner filter. With this filter, emails will be sent for any alert
whose target is owned by delphix_admin.

delphix alert profile create *> set filterSpec.type=TargetOwnerFilter

delphix alert profile create *> set filterSpec.owners.0=delphix_admin

Here is an example of a compound filter. With this filter, we combine the above two filters - an email is sent
when an alert is CRITICAL or WARNING, and the alert's target is owned by delphix_admin.
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delphix alert profile
delphix alert profile
delphix alert profile

filterSpec.subFilters.

delphix alert profile

filterSpec.subFilters.

delphix alert profile

filterSpec.subFilters.

delphix alert profile

filterSpec.subFilters.
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create *> set filterSpec.type=AndFilter
create *> set filterSpec.subFilters.0.type=SeverityFilter

create *> set
0.severitylLev
create *> set
0.severitylLev
create *> set
1l.type=Target
create *> set
l.owners.0=de

5. Commit your changes

delphix alert profile

Profile Filters

els.0=CRITICAL
els.1=WARNING
OwnerFilter

lphix_admin

create *> commit

As seen above, you can use different filter types to customize which alerts the Delphix Engine will send emails
about. The various filter types are listed below.

Simple Filters

Filter Type

SeverityFilter

EventFilter

TargetFilter

TargetOwnerFilte
r

Purpose

Match based on the alert's
severity level (critical,
warning, informational)

Match based on the alert's
event type.

Match based on the alert's
target.

Match based on the owner
of the alert's target.

Example

severityLevels.0=CRITICAL
severityLevels.1=WARNING

This would match any alert
whose severity level is
CRITICAL or WARNING.

eventTypes.0=fault.”

This would match any alert
that is generated due to a
newly-raised fault on the
engine.

targets.0="Group/DB”

This would match any alert
whose target is the database
“DB” located in the group
“Group”.

owners.0=delphix_admin

This would match any alert
whose target's owner is
the delphix_admin user.

Allowed Values

1 or more of:

« CRITICAL
+ WARNING
« INFORMATIONAL

One or more text
entries, optionally using
the * wildcard.

Any object in the system. 1
or more objects may be
specified.

Any user in the system. 1 or
more users may be
specified.
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Compound Filters

These filters combine/modify the behavior of other filters, called "subfilters". The subfilters may be of any type
(simple or complex).

Filter Type Purpose Number of subfilters required
AndFilter This filter matches if all subfilters match 2 or more
OrFilters This filter matches if any subfilter 2 or more
matches.
NotFilter This filter matches if the subfilter 1

does not match.

Action Types

With the AlertActionEmailUser type, notification emails will be sent to the email address of the user who owns the
alert profile.

With the AlertActionEmailList type, a list of email addresses must be specified in the "addresses" array. Notification
emails will be sent to these addresses.
Email Format Options

You can send plain text as well as structured JSON. JSON can be useful for constructing solutions that will parse the
email and perform further actions (notify, escalate, log).

To change the format, while updating an alert profile:

delphix alert profile ALERT_PROFILE-X update *> set actions.0.format=<JSON|TEXT>

Related Topics

+ CLI Cookbook: Creating Alert Profiles
+ Monitoring and Log Management
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Splunk Integration

Delphix enables self-monitoring/diagnosability of Delphix Engines by providing native integration with Splunk
Enterprise. By providing details about your Splunk instance, you can allow Delphix to send structured JSON logs to
Splunk that capture activity on the Delphix engine(s). These logs include Delphix events (Actions, Job Events, Faults,
and Alerts) as well as performance metrics (CPU, disk, network, TCP, dataset, NFS, iSCSI) and capacity metrics.
Delphix Insight enables extensible search and visualization of actionable information and provides a centralized,
comprehensive view of Delphix activity (including the ability to cross-reference information from multiple Delphix
engines) on a platform that allows building your own operational intelligence for your Delphix installation.

This section covers the following topics:

+ Configuring Splunk
+ Using Search
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Configuring Splunk

Prerequisites

Before you configure the Delphix Engine you will need to configure and make a note of the following in Splunk:

& Please refer to the Splunk documentation for detailed steps on how to configure your values.

(@ supported Splunk versions
Delphix only supports Splunk Enterprise 6.3.0 or higher.

1. Inthe Splunk web Ul Enable SSL (this is optional but best practice for security) in your global HTTP Event
Collector (HEC) settings.

2. The Splunk hostname or IP Address.

The HEC Port number for your Splunk instance (default 8088).

4. Enable the HTTP Event Collector on Splunk, and create a new HEC Token with a new Splunk index set as an
allowed index for the token. Make sure Enable Indexer Acknowledgement is unchecked for the token.

w

& fyou wish, you can use a separate Splunk index for performance and capacity metrics (otherwise,
the same index will be used for both events and metrics). If you are using Splunk 7.0+, it is
recommended that you create this second index as a special “Metrics” type index that is optimized
for indexing and searching metrics data.

The following table provides an example of the data you will need.
5. Note the HEC Token Value and the Allowed Indexes for the token.
The following table provides an example of the data you will need.

Attribute Sample Data

Splunk Server IP address 192.168.8.8

Splunk Server HEC Port Number 8088

Splunk HEC Token 12345678-1234-1234-1234-1234567890AB
Index Name for Events delphix_events

Index Name for Metrics delphix_metrics

Configuring Delphix for Splunk

1. Login to the Delphix Server Setup Ul as the sysadmin.
2. From the Preferences menu select Splunk Configuration.
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Preferences Support Bu

Support Access
Syslog Configuration

SNMP Configuration

Splunk Configuration

3. Inthe Splunk Configuration window, enter your Splunk values. To reduce the volume of data that will be
sent to Splunk, you can optionally uncheck Enable Metrics.

Splunk Configuration X

HTTP Event Collector Configuration

Settings are used to send Delphix Insight data to Splunk HTTP Event Collector (HEC).
Delphix Insight data includes Actions, Job Events, Faults, and Alerts.

() Enable Splunk Configuration

Host

HEC Port

HEC Token

Main Index 0

Events Push Frequency (seconds)

[ |

Enable SSL (Must match HEC settings in Splunk)

Metrics
Additionally send performance and capacity metrics data to Splunk if enabled.

« Enable Metrics

Metrics Index &

Metrics Push Frequency (seconds)

60 ‘

Performance Data Granularity ®

Per Minute -

Test Connection

Send test data to validate current configuration.
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Host Splunk hostname or IP address

HEC Port The TCP port number for the Splunk HTTP Event Collector
(HEC)

HEC Token The token for the Splunk HTTP Event Collector (HEC)

Main Index The Splunk Index events will be sent to. It must be set as an

allowed index for the HEC token.

Events Push Frequency The frequency at which the Events will be pushed to Splunk.
Specified in seconds.

Enable SSL Whether to use HTTPS to connect to Splunk. Must match your
HTTP Event Collector settings in Splunk.

Metrics Index The Splunk Index metrics will be sent to. If none is specified
then the Main Index will be used for metrics as well. It must be
set as an allowed index for the HEC token.

Metrics Push Frequency The frequency at which the Performance Metrics will be pushed
to Splunk. Specified in seconds

Performance Data Granularity The resolution of performance metrics data sent to Splunk.
This controls the granularity of system performance metric
values sent to Splunk.

For example: Setting this to "Per Minute" results in a system
performance metric to have a per-minute aggregated value (as
collected by the analytics subsystem of the Delphix Engine)
instead of a per-second value.

& Reducing the volume of data
To reduce the volume of data that will be sent to Splunk, you can change the Performance Data
Granularity to Per Minute or uncheck Enable Metrics.

4. Click Send Test Data to verify your provided values. This will send a test event to the provided token and
indexes.

5. Click Save to enable the Splunk configuration and begin sending all new Actions, Job Events, Faults, Alerts,
and Metrics to your Splunk instance.

Related Topics

« Splunk Integration
« Using Search
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Using Search

Use the search to analyze your data and enumerate items in a metrics index. For more about searching a metrics
index, refer to the Splunk documentation.

Search Examples - Metrics

The following examples provide information on viewing Metrics on Splunk 7.x

To get a list of all Metrics:

| mcatalog values(metric_name)

To get a list of all dimensions of a given metric - say CPU utilization percentage:

| mcatalog values(_dims) where metric_name="system.cpu.util.pct"

To view the average values of overall CPU utilization percentage across all hosts with a span of 30 seconds:

| mstats avg(_value) WHERE index=delphix_metrics AND metric_name=system.cpu.util.pct
span=30s

You can also display results in a chart with CPU wildcard:

| mstats perc85(_value) AS val85 avg(_value) AS val where metric_name="system.cpu.x*"
span=1s by data.kernel, data.user, data.idle

| eval total='data.kernel' + 'data.user' + 'data.idle'

| eval sys_pct=(('data.kernel'/total) * 100)

| eval usr_pct=(('data.user'/total) * 100)

| eval idle_pct=(('data.idle'/total) * 100)

| timechart span=10m avg(val) as "cpu.overall”, avg(val85) as "cpu.overall 85th
Percentile", avg(sys_pct) as "cpu.system", avg(usr_pct) as "cpu.user", avg(idle_pct)
as "cpu.idle"

This type of search can be used to stack different CPU metrics that add up to 100%. Here is a sample screenshot of
the above “stack different CPU metrics” from the Delphix Engines.
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Search Examples - Events

The following queries demonstrate some basic visualizations of various Delphix events. The delphix _index value
should be replaced with the name of the Main Index provided in during Delphix Setup. These examples serve as
useful starting points that can be expanded to include other relevant data. See Events Format for a full description
of the structure of each type of event.

Display event statistics per host

Summary
Counts by Appliance

ip=10=110-193-142

”

= Bl ACTIONS
2 B FAULTS
Il ALEATS
W joss
P S-Trunk dosnter
0 200 %00 600 800 1,000 1200 L400 1600 LEDO 2,000 2100 2400 2,600 2,800 3,000
Search

index="delphix_index" | stats
count(eval(source="delphix.events.action.completed" OR
source="delphix.events.action.started" OR
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source="delphix.events.action.waiting" )) AS ACTIONS
count(eval(source="delphix.events.fault.posted")) AS FAULTS
count(eval(source="delphix.events.alert" )) AS ALERTS
count(eval(source="delphix.events.job.event" )) AS JOBS BY host

List Actions in descending order by the duration

Job Run Times
Jobs by Duration
reference title duration
ACTION-235 DB_EXPORT 2N
ACTION-42 ENVIRONMENT_DISCOVER 21
ACTION-68 ENVIRONMENT_CREATE_AND_DISCOVER 206
ACTION-70 ENVIRONMENT_CREATE 176
ACTION-160 DB_SYNC 173
ACTION-72 HOST_ADD 165
ACTION-167 DB_REFRESH 161
ACTION-162 DB_PROVISION 132
ACTION-86 ENVIRONMENT_REFRESH_AND_DISCOVER 118
ACTION-146 DB_REFRESH 108
« prev 1 2 3 4 5 6 7 8 g 10 next»
Search
index="delphix_index" source="delphix.events.action.*" | transaction reference

table reference title duration | sort duration
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Faults

host dateDiagnosed details reference
ip-10-  2018-07- The TCP sunrpc.tcp_slot_table_entries property is currently set to '16' FAULT-35
110- 05T723:34:37.968Z which is below the recommended minimum value of 128.
193-
142
ip-10-  2018-07- The default send buffer that can be allocated for a TCP socket dictated by FAULT-34
110- 05T23:34:37.902Z the second value in the net.ipv4.tcp_wmem property is currently set to
193- 16384' which is below the recommended default of 4194304.
142
ip-10-  2018-07- The default receive buffer that can be allocated for a TCP socket dictated FAULT-33
110- 05T23:34:37.612Z by the second value in the net.ipv4.tcp_rmem property is currently set to
193- ‘87380 which is below the recommended default of 16777216.
142
ip-10-  2018-07- The owner of the Delphix toolkit installation directory is not 'sybase’. FAULT-32
110- 05T23:20:45.107Z
193-
142
ip-10-  2018-07- The owner of the Delphix toolkit installation directory is not ‘sybase’. FAULT-31
110- 05T23:19:19.8272
193-
142

«prev 1 2 3 4 5 6 7 next»
Search

index="delphix_index"
dateDiagnosed details

source="delphix.events.fault.posted" | table host
reference
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Events with "Job Complete" Status

host timestamp messageDetails parentAction

ip-10-110- 2018-07- SUPPORT_BUNDLE_DOWNLOAD job for "delphix_admin® ACTION-1585

193-142 05T23:36:50.018Z  completed successfully.

ip-10-110- 2018-07- DB_UNDO job for "Untitled/dbdhcp3-dbdh_WSH- ACTION-1386
' 193-142 05T23:27:43.114Z  1530832953092" completed successfully.

ip-10-110- 2018-07- SOURCE_STOP job for "dbdhcp3-dbdh_WSH-1530832953092" ACTION-1387

193-142 05T23:27:14.739Z  completed successfully.

ip-10-110- 2018-07- DB_REFRESH job for "Untitled/dbdhcp3—-dbdh_WSH- ACTION-1383

193-142 05T23:27:02.994Z  1530832953092" completed successfully.

ip-10-110- 2018-07- DB_SYNC job for "Untitled/dbdhcp3-dbdh_WSH-1530832953092" ACTION-1385

193-142 05T23:27:02.977Z  completed successfully.

«prev 1 2 3 4 5 6 T 8 8 10 next»
Search

index="delphix_index"
jobState=COMPLETED | table host timestamp messageDetails parentAction

source="delphix.events.job.event"| spath jobState | search
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Lists Faults
Faults
host dateDiagnosed details reference
ip-10-  2018-07- The TCP sunrpc.tcp_slot_table_entries property is currently set to '16' FAULT-35
110- 05T23:34:37.968Z which is below the recommended minimum value of 128.
193-
142
ip-10-  2018-07- The default send buffer that can be allocated for a TCP socket dictated by FAULT-34
110- 05T723:34:37.902Z the second value in the net.ipvd.tcp_wmem property is currently set to
193- '16384' which is below the recommended default of 4194304,
142
ip-10-  2018-07- The default receive buffer that can be allocated for a TCP socket dictated FAULT-33
110- 05T23:34:37.612Z by the second value in the net.ipv4.tcp_rmem property is currently set to
193- '87380" which is below the recommended default of 16777216.
142
ip-10-  2018-07- The owner of the Delphix toolkit installation directory is not 'sybase’. FAULT-32
110- 05T23:20:45.107Z
193-
142
ip-10-  2018-07- The owner of the Delphix toolkit installation directory is not 'sybase’. FAULT-31
110- 05T23:19:19.827Z
193-
142
«prev 1 2 3 4 5 6 7 next=»
Search
index="delphix_index" source="delphix.events.fault.posted" | table host

dateDiagnosed details reference
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Completed Jobs

Events with "Job Complete” Status
host timestamp messageDetails parentAction
ip-10-110- 2018-07- SUPPORT_BUNDLE_DOWNLOAD job for "delphix_admin” ACTION-1585
193-142 05T23:36:50.018Z  completed successfully.
ip-10-110- 2018-07- DB_UNDO job for "Untitled/dbdhcp3-dbdh_WSH- ACTION-1386
193-142 05T23:27:43.114Z2  1530832953092" completed successfully.
ip-10-110- 2018-07- SOURCE_STOP job for "dbdhcp3-dbdh_WSH-1530832953092" ACTION-1387
193-142 05T23:27:.14.739Z  completed successfully.
ip-10-110- 2018-07- DB_REFRESH job for "Untitled/dbdhcp3—-dbdh_WSH- ACTION-1383
193-142 05T23:27:02.9947 1530832953092" completed successfully.
ip-10-110- 2018-07- DB_SYNC job for “Untitled/dbdhcp3-dbdh_WSH-1530832953092" ACTION-1385
193-142 05T23:27:02.977Z  completed successfully.

«prev 1 2 3 4 8 6 T 8 9 10 next»
Search

index="delphix_index" source="delphix.events.job.event"| spath jobState | search
jobState=COMPLETED | table host timestamp messageDetails parentAction

Search Examples - Event Formats

The Actions, Job Events, Faults, and Alerts that Delphix sends to Splunk are structured according to predefined
JSON schemas.

JSON Schemas for Events

The following set of JSON schemas define the shape of each Splunk event, including which properties are expected
to exist for each event type and what those properties mean. Some of these .json files are used as shared building
blocks to define the other schemas; the top-level schemas which define each distinct event type are Action.json,
Alert.json, JobEvent.json, Fault.json, and FaultEffect.json.

Below key-values are Splunk event metadata - This follows GeneralSplunkHeader.json - schema and
GeneralSplunkEvent.json

GeneralSplunkHeader.json

{
"$schema": "http://json-schema.org/draft-04/schema#",
"type": "object",
"properties": {
"time": {
"description": "The time the event was logged. The default time format is

epoch time format, 1in the format <sec>.<ms>.",
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"type": "number"
}s
"host": {
"description": "The system's hostname. Will be the host value assigned to

the event data 1in Splunk.",
thpe": Hstring"
}s
"source": {
"description": "For example mgmt.event.action. Will be the source value
to assigned to the event data in Splunk.",
”type": ”string"

}s

"sourcetype": {
"description": "The sourcetype value to assign to the event data.",
"type": "string"

}s

"index": {

"description": "The name of the 1index by which the event data is to be
indexed.",
"type": "string"

I

"required": ["time", "host", "source", "sourcetype", "index"]

GeneralSplunkEvent.json

"$schema": "http://json-schema.org/draft-04/schema#",
thpeﬂ: Hobject",
"properties": {
"systemUniqueId": {
"description": "The UUID of the system.",
thpeﬂ: Hstring"
1,
"systemVersion": {
"description": "The release version of the system.",
"type": "string"

3,

"required": ["systemUniqueId", "systemVersion"]

Action.json

"$schema": "http://json-schema.org/draft-04/schema#",
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"definitions": {
"ActionEvent": {
"type": "object",
"properties": {
"reference": {
"description": "The object reference of the action.",
"type": "string"

}s
"title": {
"description": "Action title.",
"type": "string"
}s
"details": {
"description": "Plain text description of the action.",
"type": "string"
}s
"startTime": {

"description": "The time the action occurred. For a long running
process, this represents the starting time.",
"type": "string"

}s
"endTime": {
"description": "The time the action completed.",
"type": "string"
}s
"user": {
"description": "The user who 1initiated the action.",
"type": "string"
}s
"userAgent": {
"description": "Name of the client software used to initiate the
action.",
"type": "string"
}s
"originIp": {
"description": "Network address used to initiate the action",
"type": "string"
}s
"parentAction": {
"description": "The parent action of this action.",
"type": "string"
}s
"state": {
"description": "State of the action",
"type": "string"
}s
"workSource": {
"description": "Origin of the work that caused the action.",
"type": "string"
}s

"workSourceName": {
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"description": "Name of the user or policy that initiated the
action.",

"type": "string"

}s

"failureDescription": {
"description": "Details of the action failure.",
"type": "string"

}s

"failureAction": {
"description": "Action to be taken to resolve the failure",
"type": "string"

}s

"fajlureMessageCode": {
"description": "Message ID associated with the event.",
"type": "string"

}

}s
"required": ["reference", "title", "details", "state"]
}
}s

”type": "object",
"title": "Action",
"allof": [{ "Sref": "GeneralSplunkHeader.json#" }],
"properties": {
"event": {
”type": "object",
"allof": [{ "Sref": "#/definitions/ActionEvent" }, { "$ref":
"GeneralSplunkEvent.json#" 1]

}
}
}
Alert.json
{

"$schema": "http://json-schema.org/draft-04/schema#",
"definitions": {
"AlertEvent": {
"type": "object",
"properties": {
"reference'": {
"description": "The object reference of the alert.",
"type": "string"

s

"title": {
"description": "Title of the event which triggered the alert.",
"type": "string"

s

"code": {
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"description": "Dotted descriptor of the type of event which
triggered the alert.",
"type": "string"
}s
"eventSeverity": {
"description": "The severity of the event.",
"type": "string"
}s
"details": {
"description": "Plain text description of the event which
triggered the alert.",
"type": "string"

}s

"response": {
"description": "Automated response, if any, taken by the system.",
"type": "string"

}s

"timestamp": {
"description": "The time the alert occurred.",
"type": "string"

}s

"target": {
"description": "Reference to the target object.",
"type": "string"

}s

"targetName": {
"description": "Name of the target object.",
"type": "string"

}

s

"required": ["reference", "title", "code", "details", "timestamp"]

I

"type" : ”Obj ect" s
"title": "Alert",
"allof": [{ "Sref": "GeneralSplunkHeader.json#" }],
"properties": {
"event": {
"type" : ”Obj ect" s
"allof": [{ "Sref": "#/definitions/AlertEvent" }, { "S$ref":
"GeneralSplunkEvent.json#" 1]

}
}
}
JobEvent.json
{

"$schema": "http://json-schema.org/draft-04/schema#",
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"definitions": {
"JobEvent": {
”type": "object",
"properties": {
"jOb": {
"description": "The object reference of job associated with this
event.",
”type": ”string"
}s
"parentAction": {
"description": "The object reference of the parent action of the
associated job.",
”type": ”string"

}s
"jobState": {
"description": "The new state of the job.",
"type": "string"
}s
"timestamp": {
"description": "The time the event occurred.",
”type": ”string"
}s
"percentComplete": {
"description": "Completion percentage of the job associated with
this event",
"type": "number"
}s
"dijagnoses": {
"description": "If job failed, a set of diagnoses of things that

may have caused the failure.",
lltypell: llarrayll,
"items": { "$ref": "#/definitions/DiagnosisResult" }

}s

"eventType": {
"description": "The type of this event (info, warning, or

error).",

"type": "string"

}s

"messageCode": {
"description": "A message code describing this event.",
”type": ”string"

}s

"messageDetails": {
"description": "A message describing the details of this event.",
”type": ”string"

}s

"messageAction": {

"description": "Action to be taken by the user to repair or
remedy the situation.",
"type": "string"
}s

"messageCommandOutput": {
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"description": "Any command output generated by this event",
"type": "string"

}s
"required": ["job", "parentAction", "timestamp", "percentComplete",
"messageCode", "messageDetails", "eventType"]
}s
"DijagnosisResult": {
”type": "object",
"properties": {
"diagnosisCode": {

"description": "Message code associated with this diagnosis
check.",
”type": ”string"
}s
"diagnosisMessage": {
"description": "Description of this diagnosis check.",
”type": ”string"
}s
"failed": {
"description": "True if this diagnosis check did not pass.",
"type": "boolean"
}s
"targetReference": {
"description": "Reference of the target object of this diagnosis

check, if applicable.",
"type": "string"
}
}s

"required": ["diagnosisCode", "diagnosisMessage", "failed"]

}s
”type": "object",
"title": "JobEvent",
"allof": [{ "Sref": "GeneralSplunkHeader.json#" }],
"properties": {
"event": {
”type": "object",
"allof": [{ "Sref": "#/definitions/JobEvent" }, { "S$ref":
"GeneralSplunkEvent.json#" 1]

}
}
}
AbstractFault.json
{

"$schema": "http://json-schema.org/draft-04/schema#",
"type": "object",
"title": "AbstractFault",
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"properties": {
"reference": {
"description": "The object reference of the fault.",
"type": "string"

}s

"title": {
"description": "Title of the event which triggered the fault.",
"type": "string"

}s

"code": {

"description": "Dotted descriptor of the type of event which triggered
the fault.",
"type": "string"

}s
"details": {
"description": "Plain text description of the event which triggered the
fault.",
lltypell: llstr-ingll
}s
"response": {
"description": "Automated response, if any, taken by the system.",
"type": "str'ing"
}s
"dateDiagnosed": {
"description": "The date when the fault was diagnosed.",
"type": "str'ing"
}s
"target": {
"description": "Reference to the target object.",
"type": "str'ing"
}s
"targetName": {
"description": "Name of the target object.",
"type": "str'ing"
}s
"state": {
"description": "The state of the fault."
p
}s
"eventSeverity": {
"description": "The severity of the event.",
"type": "str'ing"
}
}s
"required": ["reference", "title", "details", "state", "target", "dateDiagnosed"]
g s g
}
Fault.json
{
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"$schema": "http://json-schema.org/draft-04/schema#",
"definitions": {
"FaultEvent": {
”type": "object",
"properties": {
"dateResolved": {
"description": "The date when the fault was resolved.",
”type": ”string"

}s

"resolutionComments": {
"description": "Comments regarding the resolution of the fault.",
"type": "string"

}

I

”type": "object",
"title": "Fault",
"allof": [{ "Sref": "GeneralSplunkHeader.json#" }],
"properties": {
"event": {
”type": "object",
"allof": [{ "Sref": "AbstractFault.json#" 1}, { "sref'": "#/definitions/
FaultEvent" }, { "Sref'": "GeneralSplunkEvent.json#" }]

}
}
}
FaultEffect.json
{

"$schema": "http://json-schema.org/draft-04/schema#",
"definitions": {
"AlertEvent": {
"type": "object",
"properties": {
"reference'": {
"description": "The object reference of the alert.",
"type": "string"

s

"title": {
"description": "Title of the event which triggered the alert.",
"type": "string"

s

"code": {

"description": "Dotted descriptor of the type of event which
triggered the alert.",
"type": "string"
s
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"eventSeverity": {
"description": "The severity of the event.",
lltypeII: llstr-ingll
}s
"details": {
"description": "Plain text description of the event which
triggered the alert.",
”type": ”string"

}s

"response": {
"description": "Automated response, if any, taken by the system.",
"type": "string"

}s

"timestamp": {
"description": "The time the alert occurred.",
"type": "string"

}s

"target": {
"description": "Reference to the target object.",
"type": "string"

}s

"targetName": {
"description": "Name of the target object.",
"type": "string"

}

s

"required": ["reference", "title", "code", "details", "timestamp"]

I

”type": "object",
"title": "Alert",
"allof": [{ "Sref": "GeneralSplunkHeader.json#" }],
"properties": {
"event": {
”type": "object",
"allof": [{ "Sref": "#/definitions/AlertEvent" }, { "S$ref":
"GeneralSplunkEvent.json#" 1]
}
}

Types of Events

Delphix uses the source field in Splunk to designate the type of each event. Here is a full list of the possible values of
the source field for events, along with an explanation of when each event is generated and the name of the
corresponding JSON schema that describes the event structure.

source Explanation Schema

delphix.events.action.started Action has started running. Action.json
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source Explanation Schema
delphix.events.action.waiting Action has moved to the WAITING state. Action.json
delphix.events.action.completed Action has completed successfully. Action.json
delphix.events.action.failed Action has failed. Action.json
delphix.events.action.canceled Action has been canceled. Action.json
delphix.events.job.event Job Event has been generated in responseto ~ JobEvent.json

a Job progress update.

delphix.events.fault.posted Fault has been posted. Fault.json
delphix.events.fault.resolved Fault has been resolved. Fault.json
delphix.events.fault.ignored User has chosen to ignore a fault. Fault.json
delphix.events.fault.unignored User has chosen to “unignore” a previously Fault.json

ignored fault.

delphix.events.fault.effect.posted Fault Effect has been posted as a FaultEffect.json
downstream effect of some Fault.

delphix.events.fault.effect.resolved  Fault Effect has been resolved as a result of FaultEffect.json
its cause being resolved.

delphix.events.fault.effect.ignored  Fault Effect has been ignored when a user FaultEffect.json
chose to ignore its cause.

delphix.events.fault.effect.unignor  Fault Effect has been “unignored” when a FaultEffect.json
ed user chose to unignore its previously ignored

cause.
delphix.events.alert Alert has been posted. Alert.json
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Search Examples - Metric Formats

JSON Schemas for Metrics

GeneralMetricEvent.json

"$schema": "http://json-schema.org/draft-04/schema#",
Iltypell: "ObjeCt",
"properties": {
"systemUniqueId": {
"description": "The UUID of the system.",
Iltypell: Ilstr-ingll
1,
"systemVersion": {
"description": "The release version of the system.",
"type”: "string”
1,
"event": {
"description": "A tag that indicates this Event is a metric.",
”type": ”string",
"enum": ["metric"]

1,
"required": ["systemUniqueId", "systemVersion", "event"]

}

A schema that is common for all metrics, the “data” nested JSON object contents varies depending on the metric:

CommonMetric.json

"$schema": "http://json-schema.org/draft-04/schema#",
"definitions": {
"CommonMetric": {
"type": "object",
"properties": {

"name'": {
"description": "The name of the metric.",
"type": "string"

1,

"time": {
"description": "The timestamp of the metric when it was collected.

The default time format is epoch time format, in the format <sec>.<ms>.",

"type": "number"

1,

"value": {
"description": "The numeric value of the metric.",
"type": "number"
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1,
lltypell: {
"description": "The type of measurement.",
"type": "string",
"enum": ["counter", "g", "value", "summary"]
1,
"data": {
"description": "JSON object having further details on the metric.

Contents depends on the actual metric.",
"type": "object"
}

I

"type": "object",
"title": "CommonMetric",
"allof": [{ "Sref": "GeneralSplunkHeader.json#" 1}],
"properties": {
"event": {
"type": "object",
"allof": [{ "Sref": "#/definitions/CommonMetric" 3}, { "Sref":
"GeneralMetricEvent.json#" }]
}
}

Metrics Format

Metrics Format is the combination of the two tables below (metadata + metric specific key-values).

JSON key Value Type Description Example Comments
source String Dotted name delphix.metrics.xyz This is the “source” value
hierarchy for insight assigned to an event data
source. in Splunk.
index String Splunk metrics index insight_metrics Splunk Index name
name
host String Hostname/IP pks- Could also serve as a tag
insight.dc2.delphix.co  in other time-series data
m (like opentsdb)
event "metric" Describes what kind n/a Signifies this Splunk
of event thisis. eventis a “Metric”.
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JSON key

sourcetype

systemUnique
Id

systemVersion

Value Type

“_json 2»

String

String

Description

Data format

The UUID of the
system

The release version of
the system

And the general key-values specific to an Insight metric are:

JSON Value Type
key
name String
time UNIX time
notation (epoch)
value Numeric value of
the metric
type String (Enum):
- counter,
- gauge,
- summary

Description

Pseudo hierarchical
dotted format of the
metric name.

Timestamp

The actual
measurement

Type of the
measurement
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Example

n/a

Comments

Used for Splunk Indexed
field extractions

"423f22db-4ee9-6ebe-

ffof-884ffdc351f7"

5.2.5.0

Example

system.cpu.util.pct

system.disk.ops.co
unt

system.net
.total.bytes

1525399950

85.17
(system.cpu.util.pc
t)

counter | gauge |
summary

Comments

A metric name:

- is alphanumeric (underscore
& dot allowed)

- has prefix that points to the
source of the data (like
system.cpu)

- has suffix that describes the
unit (when it can)

- an aggregate/summary
metric would have total as part
of suffix for example.

UNIX epoch time format.

Numeric only

This field could be used to
identify what kind of value a
metric is presenting (like a
“gauge” for cpu metric implies
the values will fall into a range
of 0-100% - similarly a
“summary” would imply the
value is an “accumulated
value” like network utilization )
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JSON Value Type
key
data JSON Object
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"ops_write": 20,

"ops_read": 30,
"write_latency":

Description Example
Dimensions of the {
metric (if any).
0.98,
0.55,
}

Summary of all the current Metrics

Metric name

system.cpu.util.pct

system.disk.ops.count

system.net.total.bytes

system.nfs.ops.count

system.iscsi.ops.count

system.tcp.total.bytes

system.dataset.total.byt
es

Metric value

cpu utilization percentage
aggregated across all cpus

disk read/write operations
aggregated across all disk
instances

network utilization - total bytes (in
+out) of a given network interface

nfs read/write operations
aggregated across all instances

iscsi read/write operations
aggregated across all instances

tcp connection statistics
aggregated by service (nfs/iscsi/dsp
etc)

dataset performance - total
number of bytes read + written per
dataset (dsource/vdb etc)

"read_latency":

Comments

Has additional info about a
metric (called “Dimensions” in
Splunk)

Has different key-vals
depending on a given metric

Like for CPU: it can have key-
vals to like “kernel”, “user”

For disk: can have latency/
throughput, operation name

Metric dimensions (data.xxx below)

user, kernel, idle

count, op (read/write), latency, avglLatency,
throughput

networklInterface, inBytes, outBytes,
inPackets, outPackets

count, op (read/write), latency, avglLatency,
throughput

count, op (read/write), latency, avglLatency,
throughput

congestionWindowsSize, inBytes,
inUnorderedBytes, localAddress, outBytes,
receiveWindowsSize, remoteAddress,
retransmittedBytes, roundTripTime,
sendWindowsSize, service

unacknowledgedBytes, unsentBytes

dataset, nread, nwritten, type (virtual,
dsource, staging)
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Metric name

system.capacity.source.s
ize

system.capacity.consum
er.size

Related Topics

+ Splunk Integration
«+ Configuring Splunk
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Metric value

overall system capacity - actual
used space in bytes

consumer capacity - actual used
space in bytes per consumer (vdb/
pdb etc)

Metric dimensions (data.xxx below)

actualSpace, totalSpace, activeSpace,
actualSpace, descendantSpace, logSpace,
manualSpace, policySpace, syncSpace,
timeflowUnvirtualizedSpace,
unownedSnapshotSpace,
unvirtualizedSpace

syncSpace, descendantSpace, activeSpace,
timeflowUnvirtualizedSpace, objectType,
dSource, actualSpace, groupName,
manualSpace, unownedSnapshotSpace,
unvirtualizedSpace, logSpace, policySpace,
consumerName
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Delphix offers various performance analytics tools to help users monitor throughput, latency, and other key
metrics. Learn more about how to leverage these tools and how to architect your Delphix deployment for optimal

performance.
This section covers the following topics:

» Performance Analytics

+ Storage Performance Configuration Options

« Architecture for Performance - Hypervisors and Host
» Target Host OS and Database Configuration Options
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Performance Analytics
This section covers the following topics:

» Performance Analytics Tool Overview

« Working with Performance Analytics Graphs in the Graphical User Interface
» Performance Analytics Statistics Reference

» Performance Analytics Tool APl Reference

» Performance Analytics Case Study: Using a Single Statistic

» Performance Analytics Case Study: Using Multiple Statistics

Configuration- 329



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Performance Analytics Tool Overview

This topic describes the Performance Analytics tool and illustrates some basic uses of it.

Introduction

The performance analytics tool allows introspection into how the Delphix Engine is performing. The introspection
techniques it provides are tuned to allow an iterative investigation process, helping to narrow down the cause
associated with the performance being measured. Performance analytics information can be accessed through the
Delphix Management application, as described in Working with Performance Analytics Graphs in the Graphical User
Interface, as well as the CLI and the web services API, as described in other topics in this section. The default
statistics that are being collected on the Delphix Engine include CPU utilization, network utilization, and disk, NFS,
and iSCSI 10 operations (see Performance Analytics Statistics Reference for details).

The performance tool operates with two central concepts: statistics and statistic slices.

Statistics

Each statistic describes some data that can be collected from the Delphix Engine. The first piece of information a
statistic provides is its type, which you will use as a handle when creating a statistic slice. It also gives the minimum
collection interval, which puts an upper bound on the frequency of data collection. The actual data a statistic can
collect is described through a set of axes, each of which describes one "dimension" of that statistic. For example,
the statistic associated with Network File System (NFS) operations has a latency axis, as well as an operation type
axis (among many others), which allows users to see NFS latencies split by whether they were reads or writes.

Each axis has some important information embedded in it.

« The name of the axis provides a short description of what the axis collects and is used when creating a
statistic slice

« Avalue type, which tells you what kind of data will be collected for this axis. The different value types
are integer, boolean, string, and histogram. The first three are straightforward, but statistic axes with a
histogram type can collect a distribution of all the values encountered during each collection interval. This
means that instead of seeing an average NFS operation latency every collection interval, you can see a full
distribution of operation latencies during that interval. This allows you to see outliers as well as the average,
and observe the effects of caching on the performance of your system more easily.

« A constraint type, which is only relevant while creating a statistic slice, and will be described in more detail
below

One last bit of information that an axis provides makes the most sense after seeing how datapoints are queried. In
the most basic situation, you would only collect one axis of a statistic, such as the latency axis from the NFS
operations statistic. When you ask for data, you would get back a datapoint for every collection interval in the time
range you requested. These datapoints would be grouped into a single stream.
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Result set

Datapaoint stream

Datapoint 1 - Datapoint 2 - Datapoint 3
latency: ... latency: ... latency: ...

However, if you had collected the operation type axis as well as the latency axis, you would get two streams of
datapoints: one for read operations, and one for write operations.

Result set

i Datapoint stream A
operation: read

Datapoint 1 | Datapoint 2 - Datapoint 3
latency: ... latency: ... latency: ...

1 Datapoim ﬁtrea_m B
operation: write

Datapoint 1 - Datapoint 2 . Datapoint 3
latency: ... latency: ... latency: ...

Because the operation axis applies to many datapoints, the datapoints returned are split into two streams, and the
operation axis is stored with the top-level stream instead of with each datapoint in the streams. However, the
latency axis will be different for each datapoint in a stream, so it is not an attribute of the stream, but instead an
attribute of the datapoint.

Statistic Slices

Statistics describe what data can be collected and are auto-populated by the system, but statistic slices are
responsible for actually collecting the data, and you must create them manually when you want to collect some
performance data. Each slice is an instantiation of exactly one statistic, and can only gather data which is described
by that statistic. "Slices" are so named because each one provides a subset of the information available from the
parent statistic it is associated with. A statistic can be thought of as describing the axes of a multidimensional
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space, whereas you typically will only want to collect a simpler slice of that space due to a large number of axes
available.

When you specify a slice, there are several fields which you must supply:

+ The statistic type this slice is associated with. This must be the same type as the statistic of which this is an
instantiation.

+ The collection interval, which must be greater than the minimum collection interval the parent statistic
gives

« The axes of the parent statistic this slice will collect

Finally, a slice can place constraints on axes of its parent statistic, allowing you to limit the data you get back. For
instance, if you're trying to narrow down the cause of some high NFS latency outliers, it may be useful to filter out
any NFS latencies which are shorter than one second. To do this, you would place a constraint on the latency axis of
an NFS operation slice that states that the values must be higher than one second. You can constrain any axis in the
same fashion, and each axis' description in the parent statistic gives a constraint type that can be applied to it. This
allows you to place different types of constraints on the latency axis (which is a number measured in nanoseconds)
than the operation type axis (which is an enum that can take the values "read" or "write").

Persisting Analytics Data

Data collected by slices is persisted temporarily on the Delphix Engine. Performance data is guaranteed to be
available at the finest resolution for six hours, then is compressed to per-minute data and held for seven days, and
finally compressed to per-hour data and held for 30 days. If data of a certain resolution will be needed longer than
these limits, you should instruct the slice to remember the data permanently until you are done using it. The
commands to manage this are listed in the Performance Analytics Tool API Reference.

Related Topics

» Working with Performance Analytics Graphs in the Graphical User Interface
» Performance Analytics Tool APl Reference
» Performance Analytics Statistics Reference
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Working with Performance Analytics Graphs in the Graphical User Interface

This topic describes the performance analytics graphs that are available in the Delphix Management application,
and the controls for changing the views of those graphs.

Accessing the Performance Analytics Graphs

1. Loginto the Delphix Management application.
2. Inthe Resources menu, select Performance Analytics.
3. Usethe controls described below to view statistics and their related graphs.

General Graph Display and Controls

Control Name

Chart Tabs

Timescale

Pause/Resume

Op. Type

Shown Data
Timeline

Available Data
Timeline

Control Description

Specifies which graphs/charts are
displayed.

Controls the time range of data displayed
in the graph. Available values are 1
minute, 1 hour, and 1 day. By default, 1
minute is selected.

Pause/Resume icons

Operation Type (used in Disk IO, NFS and
iSCSI charts)

Displays timestamps of data points in the
graph.

Displays navigable time ranges for
historical data.

Usage

Chart tabs have a multiple select drop-
down which has the same three options
checked by default (CPU, Network, Disk 10).
Users can show/hide graphs by checking/
unchecking drop-down options.

Timescale options are presented as a drop-
down, select from Minute, Hour, or Day to
change the Zoom Level.

All charts display live data so users can
pause it by clicking the Pause button in the
upper right corner of each graph. Once the
chart is paused, the Pause button is
replaced by the Resume button so a user
can click it to see live data again.

Options are presented as a drop-down.
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Graph Legend
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Control Description

Specifies the start and end time for the
currently displayed data. The range
displayed is controlled by the Zoom
Level.

If more than one set of information is
presented on the graph, the Graph
Legend displays a description and color
for each set and allows a user to toggle
that set-off and on.

For example, in the network graph there
can be multiple network interfaces, and
for each network interface the graph
displays four statistics (bytes sent, bytes
received, packets sent, packets
received). When a user toggles off a
specific network interface, all four
statistics corresponding to that interface
are hidden from the screen.

The color for lines representing bytes
sent and packets sent is the same.
Similarly, the color for lines representing
bytes received and packets received is
the same. This makes it easier to
correlate the number of bytes and the
number of packets sent/received for a
given network interface.

Usage

Drag the Timeline Selector to view
statistics for a specific time in the past, or
click the scroll bar arrows to view the
desired time period. You can also use the
slider controls within the Timeline Selector
to change the length of time for which data
is displayed.

When the Timeline Selector is aligned to
the right of the timeline, it represents live
data that is updated every second. If the
Timeline Selector is moved from the right
alignment with the timeline, the data
displayed is historical and no live updates
are displayed. To resume live data updates,
move the Timeline Selector back to the
right-aligned position representing the
current time. The data will be refreshed to
the latest data, and live updates will
resume every second.

To hide a set of information, click on the set
name within the Graph Legend. Data
representing that set is removed from the
graph, and the set's name is greyed out. To
show a set that has been hidden, click on
the set name.
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Latency, Timeline Page, and Tooltip Graph Display and Controls

Control Name

Timeline Page Left/
Right Button

Graph Value Tooltip

Latency Range
Selector (shown on
latency heatmaps
only)

Latency Outlier
Selector (shown on
latency heatmaps
only)

Related Topics

Control Description

Scrolls Available Data Timeline by a
specified time range depending on the
current Zoom Level.

Shows a value, along with the time
stamp, for a specific data point.

Controls the lower and upper limits for
displayed latency buckets.

Hides infrequent latencies (outliers)
based on a percentage threshold. Its
range is 0%-10%, with a default of 0%.
The percentage establishes a threshold
below which buckets are considered
"outliers" and are hidden from the
graph. Each bucket is assigned a
percentage based on the ratio of its
count vs the maximum count of any
bucket in the graph.

» Performance Analytics Tool Overview
» Performance Analytics Statistics Reference

Usage

When the Zoom Level is set to Minute,
click Timeline Page Left. The Available
Data Timeline is changed to show the
time period for the previous hour prior.

Mouse over a data point on the graph to
view the tooltip.

Drag the lower and upper controls to drill
down into a specific range of latency
buckets. Latency buckets that fall outside
of the selected range are summarized, the
lower row representing latency buckets
that are below the lower limit, and the
upper row representing latency buckets
that are below the upper limit of the
latency range selector. Use Latency Range
Selector to view a more detailed
distribution of latencies for a specific
range.

Drag the control to the desired
percentage threshold.
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Performance Analytics Statistics Reference

This topic describes the various performance statistics that are available for the Delphix Engine and how they can
be used to analyze and improve performance.

The Delphix Engine is shipped with a default set of statistics that are collected on Delphix Engine virtual appliance,
as listed below. The statistics are stored for up to 30 days for historical analysis.

Statistic Description

CPU Utilization Total CPU utilization for all CPUs. This statistic includes both kernel and user
time.

Network Throughput Measures throughput in bytes and packets, broken down by sent vs.

received data and by the network interface. Each network interface shows
four graphed lines: bytes sent, bytes received, packets sent, and packets
received. To help easily correlate bytes and packets, the same color is used
for both bytes and packet values.

Disk 10 Measures a number of |0 operations, and the latencies and throughput of
the underlying storage layer. The statistic is represented by the graphs - a
column chart for 10 operations, a heat map for latency distribution, and a
line chart for throughput. 10 operations are grouped by reads and write. A
shaded rectangle on a latency heat map represents an 10 operation (read or
write) which falls within a particular time range (bucket). The shading of
rectangles depends on the number of 10 operations that fall within a
particular bucket - the higher the count the darker the shading.

NFS Measures a number of 0 operations and the latencies and throughput of the
NFS server layer in the Delphix Engine. Its graphical representation is similar
to the Disk 10 graph. It is useful to diagnose the performance of dSources
and VDBs that use NFS mounts (Oracle, PostgreSQL).

iSCSI Measures the number of 10 operations, and the latencies and throughput, of
the iSCSI server layer in the Delphix Engine. Its graphical representation is
similar to the Disk 10 graph. It is useful to diagnose the performance of
Microsoft SQL Server dSources and VDBs.

Related Topics

« Performance Analytics Tool Overview
« Performance Analytics Tool API Reference
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Performance Analytics Tool API Reference

This topic describes basic commands and command syntax for using the Performance Analytics tool.

Statistic Types

More detailed information can be found about each statistic type through the command-line interface (CLI) and
webservices API, but the following table provides more information about how similar I/O stack statistic types
relate to each other.

Statistic Type Description Axis Name Axis Description Axis Value
Type
NFS_OPS Provides information about op I/O operation type STRING

Network File System
operations. This is the entry

point to the Delphix Engine path Path of the affected file STRING
for all Oracle database file
accesses. size I/O sizes in bytes HISTOGRAM
avglLatency Average 1/0 latency in INTEGER
nanoseconds
cached Whether reads were BOOLEAN
cached
latency I/O latencies in HISTOGRAM
nanoseconds
count Number of I/O INTEGER
operations
client Address of the client STRING

throughput I/O throughput in bytes INTEGER

sync Whether writes were BOOLEAN
synchronous
iSCSI_OPS Provides information about Same axes as NFS_OPS, except for path, cached, and sync.

iSCSI operations. This is the
entry point to the

Delphix Engine for all SQL
Server file accesses.
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Statistic Type

VFS_OPS

DxFS_OPS

DxFS_IO_QUEUE
_OPS

DISK_OPS

Description

This layer sits immediately
below NFS_OPS and
iSCSI_OPS. It should give
almost exactly the same
latencies, assuming no
unexpected behavior is
occurring.

This layer sits immediately
below VFS_OPS, and the two
of them should give almost
exactly the same latencies.

This layer sits below
DxFS_OPS, but the latencies
will differ from that layer
because this layer batches
together operations to
increase throughput.

This layer sits below
DxFS_IO_QUEUE_OPS at the
bottom of the I/0 stack and
measures interactions
between the

Delphix Engine and disks.
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Axis Name

Same axes as NFS_OPS, except for client.

Axis Description

Same axes as VFS_OPS.

op

count

size

avglLatency

latency

throughput

priority

op

count

size

avglLatency

I/O operation type

Number of I/O
operations

I/O sizes in bytes

Average I/0 latency in
nanoseconds

I/0 latencies in
nanoseconds

I/0 throughput in bytes

Priority of the 1/0

I/O operation type

Number of I/O
operations

I/0O sizes in bytes

Average 1/0 latency in
nanoseconds

Axis Value
Type

STRING

INTEGER

HISTOGRAM

INTEGER

HISTOGRAM

INTEGER

STRING

STRING

INTEGER

HISTOGRAM

INTEGER
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Statistic Type Description Axis Name Axis Description Axis Value
Type
latency I/0 latencies in HISTOGRAM
nanoseconds
throughput I/O throughput in bytes INTEGER
error Whether the /O resulted = BOOLEAN
in an error
device Device the I/O was STRING
issued to
CPU_UTIL Thisis unrelated to the layers  idle Idle time in milliseconds INTEGER

of the I/0 stack. It measures
CPU utilization on the
Delphix Engine.

(showAxes command
may incorrectly state
nanoseconds)

NETWORK_INTE

RFACE_UTIL

Network interface utilization
on the Delphix Engine.

user

kernel

dtrace

cpu

inBytes

inPackets

User time in milliseconds
(showAxes command
may incorrectly state
nanoseconds)

Kernel time in
milliseconds (showAxes
command may
incorrectly state
nanoseconds)

DTracetimein
milliseconds (showAxes
command may
incorrectly state
nanoseconds)

Subset of time in kernel

Which CPU was utilized

Number of bytes
received

Number of packets
received

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER
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Statistic Type

TCP_STATS

Description

Statistics for all established

TCP connections on the
Delphix Engine.
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Axis Name

outBytes

outPackets

networkinter
face

localAddress

localPort

remoteAddre
ss

remotePort

inBytes

outBytes

receiveWindo
wSize

sendWindow
Size

congestionWi
ndowSize

retransmitte
dBytes

inUnordered
Bytes

Axis Description

Number of bytes
transmitted

Number of packets
transmitted

Which network interface
was utilized

Local address for the
TCP connection

Local port for the TCP
connection

Remote address for the
TCP connection

Remote port for the TCP
connection

Data bytes received

Data bytes transmitted

The size of the local
receive window

The size of the peer's
receive window

The size of the local
congestion window

Bytes retransmitted

Number of bytes
received out of order.
This is a subset of the
"inBytes" value

Axis Value

Type

INTEGER

INTEGER

STRING

STRING

INTEGER

STRING

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER

INTEGER
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Axis Name Axis Description Axis Value
Type

unacknowled = Number of bytes sent INTEGER

gedBytes but unacknowledged

roundTripTi Smoothed average INTEGER

me round-trip time in

microseconds

Values are returned when a slice's data is queried. Each axis has a value type, which specifies how the data will be

returned.

Value Type

INTEGER

BOOLEAN

STRING

HISTOGRAM

Description

The value is returned as an integer. For information about what units the
integer is measured in, read the documentation for the related datapoint or
datapoint stream type.

The valueis returned as a boolean.

The value is returned as a string. This is used for enum values as well,
although the set of strings that can be returned is limited.

The value is returned as a log-scale histogram. The histogram has size
buckets whose minimum and maximum value get doubled. Histograms are
returned as JSON maps, where the keys are the minimum value in a bucket
and the values are the height of each bucket.

Here is an example histogram. Notice that buckets with a height of zero are
not included in the JSON object and that keys and values are represented as
strings.

{ "32768": "10",
"65536": "102",
"262144": "15",
"524288": "2"

}

Axis constraints are used to limit the data which a slice can collect. Each axis specifies a constraint type which can

be used to limit that axis' values.
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Constraint Type

Constraint Type

BooleanConstraint

EnumConstraint

IntegerConstraint

NullConstraint

PathConstraint

StringConstraint

Statistic Slice Commands

Command

getData
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Description

Description

A superclass in which constraints on boolean values must extend.
Currently, the only subclassis BooleanEqualConstraint ,which

requires that a boolean axis equal either true or false (depending on user
input).

A superclass in which constraints on enum values must extend. Currently,
the only subclassis EnumEqualConstraint , which requiresthatan
enum axis be equal to a user-specified value.

A superclass in which constraints on integer values must extend.
Subclassesinclude IntegerLessThanConstraint, IntegerGre

aterThanConstraint,and IntegerEqualConstraint ,which
map to the obvious comparators for integers.

This class signifies that an axis cannot be constrained. This makes the
most sense for axes that provide an average value - placing a constraint
on an average doesn't make sense because you are not able to include or
discard a particular operation based on what its effects would be on the
average of all operations.

A superclass in which constraints on file path values must extend.
Currently, the only subclassis PathDescendantConstraint , which

requires that a path value must be a descendant of the specified path (it
must be contained within it). This only applies to paths on the

Delphix Engine itself, and all paths used must be canonical Unix paths
starting from the root of the filesystem.

A superclass in which constraints on string values must extend. Currently,
the only subclassis StringEqualsConstraint ,which requires that
a string value must equal a user-specified string.

Description and Usage Examples

This is used to fetch data from a statistic slice which has been collecting
data for a while. It returns a datapoint set, which is composed of
datapoint streams, which contain datapoints. For a full description, see
the Performance Analytics Tool Overview.
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Command

rememberRange

stopRememberingRange

pause

resume

Related Topic

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Description and Usage Examples

This is used to ensure that data collected during an ongoing
investigation doesn't get deleted unexpectedly. If this is not used, data
is only guaranteed to be persisted for 24 hours. If it is used, data will be

remembered until a corresponding callto stopRememberingRange i
s made.

This is used to allow previously-remembered data to be forgotten. The
data will be forgotten on the same schedule as brand new data, so you
will have at least 24 hours before data which you have stopped

remembering is deleted. This undoes the rememberRange operatio
n.

This command pauses the collection of a statistic slice, causing no data
to be collected until resume is called.

This command resumes the collection of a statistic slice, undoing
a pause operation.

« Performance Analytics Tool Overview
« Performance Analytics Statistics Reference
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Performance Analytics Case Study: Using a Single Statistic

Introduction

The Delphix Engine uses the Network File System (NFS) as the transport for Oracle installations. An increase in the
NFS latency could be causing sluggishness in your applications running on top of Virtual Databases. This case study
illustrates how this pathology can be root caused using the analytics infrastructure. This performance investigation
uses one statistic to debug the issue, and utilizes the many axes of that statistic to filter down the probable cause of
the issue. This technique uses an approach of iteratively drilling down by inspecting new axes of a single statistic
and filtering the data to only include information about the operations that appear slow. This technique is valuable
for determining which use patterns of a resource might be causing the system to be sluggish. If you isolate a
performance issue using this approach but aren't sure what is causing it or how to fix it, Delphix Support can
provide assistance for your investigation.

The following example inspects the statistic which provides information about NFS I/O operations on the Delphix
Engine. This statistic can be collected a maximum of once every second, and the axes it can collect, among others,
are:

« latency, a histogram of wait times between NFS requests and NFS responses
« size, a histogram of the NFS /0 sizes requested

« op, whether the NFS requests were reads or writes

+ client, the network address of the NFS client which was making requests

(® Roughly the same performance information can be obtained from the iSCSI interface as well.

Investigation

Because the NFS layer sits above the disk layer, all NFS operations that use the disk synchronously (synchronous
writes and uncached reads) will have latencies that are slightly higher than those of their corresponding disk
operations. Usually, because disks have very high seek times compared to the time the NFS server spends on CPU,
disk operations are responsible for almost all of the latency of these NFS operations. In the graphical
representation, you can see this by looking at how the slower cluster of NFS latencies (around 2ms-8ms) have
similar latencies to the median of the disk I/O (around 2ms-4ms). Another discrepancy between the two plots is that
the number of disk operations is much lower than the corresponding number of NFS operations. This is because the
Delphix filesystem batches together write operations to improve performance.

If database performance is not satisfactory and almost all of the NFS operation time is spent waiting for the disks, it
suggests that the disk is the slowest piece of the /0 stack. In this case, disk resources (the number of IOPS to the
disks, the free space on the disks, and the disk throughput) should be investigated more thoroughly to determine if
adding more capacity or a faster disk would improve performance. However, care must be taken when arriving at
these conclusions, as a shortage of memory or a recently-rebooted machine can also cause the disk to be used
more heavily due to fewer cache hits.

Sometimes, disk operations will not make up all of the latency, which suggests that something between the NFS
server and the disk (namely, something in the Delphix Engine) is taking a long time to complete its work. If this is
the case, it is valuable to check whether the Delphix Engine is resource-constrained, and the most common areas of
constraint internal to the Delphix Engine are CPU and memory. If either of those is too limited, you should
investigate whether expanding the resource would improve performance. If no resources appear to be constrained
or more investigation is necessary to convince you that adding resources would help the issue, Delphix Support is
available to help debug these issues.

While using this technique, you should take care to recognize the limitations that caching places on how
performance data can be interpreted. In this example, the Delphix Engine uses a caching layer for the data it stores,
so asynchronous NFS writes will not go to disk quickly because they are being queued into larger batches, and
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cached NFS reads won't use the disk at all. This causes these types of NFS operations to return much more quickly
than any disk operations are able to, resulting in a very large number of low-latency NFS operations in the graph
above. For this reason, caching typically creates a bimodal distribution in the NFS latency histograms, where the
first cluster of latencies is associated with operations that only hit the cache, and the second cluster of latencies is
associated with fully or partially uncached operations. In this case, cached NFS operations should not be compared
to the disk latencies because they are unrelated. It is possible to use techniques described in the first example to
filter out some of the unrelated operations to allow a more accurate mapping between disk and NFS latencies.

1. Begin the performance investigation by examining some high-level statistics such as latency.

Create a slice with statistic type NFS_OPS.

Set the slice to collect the latency axis.

Do not add any constraints.

Set the collection interval.

Anything over one second will work, but ten seconds gives good data resolution and will not use a lot
of storage to persist the data that is collected. The rest of this example will assume a collection
period of ten seconds for all other slices, but any value could be used.

LoD

/analytics

create

set name=stepl

set statisticType=NFS_OPS

set collectionInterval=10

set collectionAxes=latency
commit

This will collect a time-series of histograms describing NFS latencies as measured from inside the
Delphix Engine, where each histogram shows how many NFS |/O operations fell into each latency
bucket during every ten-second interval. After a short period of time, read the data from the statistic
slice:

select stepl
getData

setopt format=json
commit

setopt format=text

The setopt steps are optional but allow you to see the output better via the CLI. The output looks
like this:

"type": "DatapointSet",
"collectionEvents": [],
"datapointStreams": [{
"type": "NfsOpsDatapointStream",
"datapoints": [{
"type": "IoOpsDatapoint",
"latency": {
H32768H: l|16|l’
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"65536": "10"
s
"timestamp": "2013-05-14T15:51:40.000Z"
Yy oeend
1,

"resolution": 10

}

The data is returned as a set of datapoint streams. Streams hold the fields which are shared by all the
datapoints they contain. Later on, in this example, the opt and client fields will be added to the
streams, and multiple streams will be returned. Streams are described in more detail in Performance

Analytics Tool Overview. The resolution fieldindicates the number of seconds that corresponds
to each datapoint, which in our case matches the requested collectionInterval .The coll

ectionEvents fieldis not used in this example, but lists when the slice was paused and resumed,
to distinguish between moments when no data was collected because the slice was paused, and
moments when there was no data to collect.

. If the latency distributions show some slow NFS operations, the next step would be to determine whether
the slow operations are reads or writes.

a. Specify a new NFS_OPS slice to collect this by collecting the op and latency axes.
b. To limit output to the long-running operations, create a constraint on the latency axis that prohibits
the collection of data on operations with latency less than 100ms.

/analytics

create

set name=step2

set statisticType=NFS_OPS

set collectionInterval=10

set collectionAxes=op, latency

edit axisConstraints.o

set axisName=latency

set type=IntegerGreaterThanConstraint
set greaterThan=100000000

back

commit

The greaterThan field is 100ms converted into nanoseconds.
Reading the data proceeds in the same way as the first step, but there will be two streams of
datapoints, one where op=write, andonewhere op=read.

(® Because we constrained output to operations with latencies higher than 100ms, none of the
latency histograms will all have any buckets for latencies lower than 100ms.

. Afterinspecting the two data streams, you might find that almost all slow operations are writes, so it could
be valuable to determine which clients are requesting the slow writes, and how large each of the writes is.

a. Tocollect this data, create a new NFS_OPS slice which collects the size and client axes.
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b. Add constraints ensuring that the op axis should be constrained to only collect data
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for write operations, and the latency axis should be constrained to filter operations taking less than
100ms.

not necessary to collect the op axis anymore.

/analytics

create

set name=step3

set statisticType=NFS_OPS

set collectionInterval=10

set collectionAxes=size,client

edit axisConstraints.0

set type=IntegerGreaterThanConstraint
set axisName=latency

set greaterThan=100000000

back

edit EnumEqualConstraint

set type=StringEqualConstraint
set axisName=op

set equals=write

back

commit

() Because the constraint on the op axis dictates that it will always have the value write, it is

Reading the data proceeds in the same way as the first two steps, but there will be one stream for
every NFS client. The dataset collected by this will consist of a set of streams, one corresponding to
each NFS client, and each stream will be a time-series of histograms showing write sizes that
occurred during each ten-second interval.
Continuing to use this approach will allow you to narrow down the slow writes to a particular NFS

client, and you may be able to tune that client in some way to speed it up.

Related Topics

» Performance Analytics Tool Overview
» Performance Analytics Case Study: Using Multiple Statistics
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Performance Analytics Case Study: Using Multiple Statistics

Introduction

This case study illustrates an investigation involving more than one metric. In typical performance investigations,
you will need to peel out multiple layers of the stack in order to observe the component causing the actual
performance pathology. This case study specifically examines sluggish application performance caused due to slow
10 responses from the disk subsystem. This example will demonstrate a technique of looking at the performance of
each layer in the I/0O stack to find which layer is responsible for the most latency, then looking for constrained
resources that the layer might need to access. This technique is valuable for finding the most-constrained resource
in the system, potentially giving actionable information about resources that can be expanded to increase
performance.

For the following example, we will inspect latency at two layers: the Network File System (NFS) layer on the Delphix
Engine, and the disk layer below it. Both of these layers provide the latency axis, which gives a histogram of wait
times for the clients of each layer.

Investigation

The analytics infrastructure enables users to observe the latency of multiple layers of the software stack. This
investigation will examine the latency of both layers, and then draw conclusions about the differences between the
two.

Setup

To measure this data, create two slices. When attempting to correlate data between two different statistics, it can
be easier to determine causation when collecting data at a relatively high frequency. The fastest that each of these
statistics will collect data is once per second, so that is the value used.

1. Aslice collecting the latency axis for the statistic type NFS_OPS.

/analytics

create

set name=slicel

set statisticType=NFS_OPS
set collectionInterval=1
set collectionAxes=1latency
commit

2. Aslice collecting the latency axis for the statistic type DISK_OPS.

/analytics

create

set name=slice2

set statisticType=DISK_OPS
set collectionInterval=1
set collectionAxes=latency
commit
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After a short period of time, read the data from the first statistic slice.

select slice2

getData

setopt format=json

commit

setopt format=text
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The same process works for the second slice. The setopt steps allow you to see the output better via the CLI. The

output for the first slice might look like this:

"type": "DatapointSet",
"collectionEvents": [],
"datapointStreams": [{

"type": "NfsOpsDatapointStream",

"datapoints": [{
"type": "IoOpsDatapoint",

"latency": {

"512": "100",
"1024": "308",
"2048": "901",
"4096": "10159",
"8192": "2720",
"16384": "642",
"32768": "270",
"65536": "50",
"131072": "11",
"524288": "64",
"1048576": "102",
"2097152": "197",
"4194304": "415",
"8388608": "320",
"16777216": "50",
"33554432": "20",

"67108864": "9",
"268435456": "2"

1,
"timestamp": "2013-05-14T15:51:40
1, {

"type": "IoOpsDatapoint",

"latency": {
|l512|l: ||55|l’
"1024": "130",
"2048": "720",
"4096": "6500",
"8192": "1598",
"16384": "331",
"32768": "327",
"65536": "40",

.000z2"
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11,

"131072":
262144":
"'524288":
"'1048576":
"2097152":
"'4194304":
''8388608":
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|Il4l| s

|l87l| s

|l42l| s
I|97|l 5
l|662l| s
l|345l| s
l|280l| s

"16777216": "22",
"33554432": "15",
"134217728": "1"

s

"timestamp": "2013-05-14T15:51:41.000Z"

Yy wenl

"resolution": 1

For the second slice, it might look like this:

lltype" :

"collectionEvents": []

"datapointStreams":

11,

{

"DatapointSet",

)

"type": "DiskOpsDatapointStream",

"datapoints": [{

"type": "IoOpsDatapoint",

"latency": {
1262144":
'524288":
"1048576":
"2097152":
4194304":
'"8388608":

lllll s

"1l
"13",
"34",
||7|| ,
||2|| ,

"16777216": "3",
"33554432": "1"

1,

"timestamp": "2013-05-14T15:51:40.000Z2"

b

"type": "IoOpsDatapoint",

"latency": {
"262144",
"524288",
"1048576",
"2097152",
"4194304",
''8388608",

ll5ll s

"10",
"14",
"26",
||7|| ,
||4|| ,

"16777216", "2"

1,

"timestamp": "2013-05-14T15:51:41.000Z2"

Fy wenl
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"resolution": 1

The data is returned as a set of datapoint streams. Streams hold the fields that would otherwise be shared by all the
datapoints they contain, but only one is used in this example because there are no such fields. Streams are

discussed in more detail in the Performance Analytics Tool Overview. The resolution field indicates how many
seconds each datapoint corresponds to, which in our case matches the requested collectionInterval.The c

ollectionEvents fieldis notused inthis example, but lists when the slice was paused and resumed to

distinguish between moments when no data was collected because the slice was paused, and moments when there
was no data to collect.

Graphically, these four histograms across two seconds look like this:

MNFS Layer Latency Histogram
13000
11250
E
3
8
& 7500
]
o
=1
(o]
3750
0 —._-.- T
512 4006 32768 262144 2097152 16777216 134217728 1073741824
Latency buckets (in nancseconds)
W 15:51:40 M 15:51:41
Disk Layer Latency Histogram
40
30

Operation count
=3

10
0
512 4006 32768 262144 2097152 16777216 134217728 1073741824
Latency buckets (in nancseconds)
B 15:51:40 B 15:51:41
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Analysis

Because the NFS layer sits above the disk layer, all NFS operations that use the disk synchronously (synchronous
writes and uncached reads) will have latencies that are slightly higher than those of their corresponding disk
operations. Usually, because disks have very high seek times compared to the time the NFS server spends on CPU,
disk operations are responsible for almost all of the latency of these NFS operations. In the graphical
representation, you can see this by looking at how the slower cluster of NFS latencies (around 2ms-8ms) have
similar latencies to the median of the disk I/O (around 2ms-4ms). Another discrepancy between the two plots is that
the number of disk operations is much lower than the corresponding number of NFS operations. This is because the
Delphix filesystem batches together write operations to improve performance.

If database performance is not satisfactory and almost all of the NFS operation time is spent waiting for the disks, it
suggests that the disk is the slowest piece of the I/0 stack. In this case, disk resources (the number of IOPS to the
disks, the free space on the disks, and the disk throughput) should be investigated more thoroughly to determine if
adding more capacity or a faster disk would improve performance. However, care must be taken when arriving at
these conclusions, as a shortage of memory or a recently-rebooted machine can also cause the disk to be used
more heavily due to fewer cache hits.

Sometimes, disk operations will not make up all of the latency, which suggests that something between the NFS
server and the disk (namely, something in the Delphix Engine) is taking a long time to complete its work. If this is
the case, it is valuable to check whether the Delphix Engine is resource-constrained, and the most common areas of
constraint internal to the Delphix Engine are CPU and memory. If either of those is too limited, you should
investigate whether expanding the resource would improve performance. If no resources appear to be constrained
or more investigation is necessary to convince you that adding resources would help the issue, Delphix Support is
available to help debug these issues.

While using this technique, you should take care to recognize the limitations that caching places on how
performance data can be interpreted. In this example, the Delphix Engine uses a caching layer for the data it stores,
so asynchronous NFS writes will not go to disk quickly because they are being queued into larger batches, and
cached NFS reads won't use the disk at all. This causes these types of NFS operations to return much more quickly
than any disk operations are able to, resulting in a very large number of low-latency NFS operations in the graph
above. For this reason, caching typically creates a bimodal distribution in the NFS latency histograms, where the
first cluster of latencies is associated with operations that only hit the cache, and the second cluster of latencies is
associated with fully or partially uncached operations. In this case, cached NFS operations should not be compared
to the disk latencies because they are unrelated. It is possible to use techniques described in the first example to
filter out some of the unrelated operations to allow a more accurate mapping between disk and NFS latencies.

1. Begin the performance investigation by examingin some high-level statistics such as latency.

Create a slice with statistic type NFS_OPS.

Set the slice to collect the latency axis.

Do not add any constraints.

Set the collection interval.

Anything over one second will work, but ten seconds gives good data resolution and will not use a lot
of storage to persist the data that is collected. The rest of this example will assume a collection
period of ten seconds for all other slices, but any value could be used.

LoD

/analytics

create

set name=stepl

set statisticType=NFS_OPS
set collectionInterval=10
set collectionAxes=latency
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commit

This will collect a time-series of histograms describing NFS latencies as measured from inside the
Delphix Engine, where each histogram shows how many NFS I/0 operations fell into each latency
bucket during every ten-second interval. After a short period of time, read the data from the statistic
slice:

select stepl
getData

setopt format=json
commit

setopt format=text

The setopt steps are optional but allow you to see the output better via the CLI. The output looks
like this:

"type": "DatapointSet",
"collectionEvents": [],
"datapointStreams": [{
"type": "NfsOpsDatapointStream",
"datapoints": [{
"type": "IoOpsDatapoint",

"latency": {
"32768": "16",
"65536": "10"
},
"timestamp": "2013-05-14T15:51:40.000Z2"
| PR

11,

"resolution": 10

}

The data is returned as a set of datapoint streams. Streams hold the fields which are shared by all the
datapoints they contain. Later on in this example, the opt and client fields will be added to the
streams, and multiple streams will be returned. Streams are described in more detail in Performance

Analytics Tool Overview. The resolution fieldindicates the number of seconds that corresponds
to each datapoint, which in our case matches the requested collectionInterval .The coll

ectionEvents fieldisnotused in this example, but lists when the slice was paused and resumed,
to distinguish between moments when no data was collected because the slice was paused, and
moments when there was no data to collect.

. If the latency distributions show some slow NFS operations, the next step would be to determine whether
the slow operations are reads or writes.

a. Specify a new NFS_OPS slice to collect this by collecting the op and latency axes.

b. To limit output to the long-running operations, create a constraint on the latency axis that prohibits
the collection of data on operations with latency less than 100ms.
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/analytics

create

set name=step2

set statisticType=NFS_OPS

set collectionInterval=10

set collectionAxes=op, latency

edit axisConstraints.0

set axisName=latency

set type=IntegerGreaterThanConstraint
set greaterThan=100000000

back

commit

The greaterThan field is 100ms converted into nanoseconds.
Reading the data proceeds in the same way as the first step, but there will be two streams of
datapoints, one where op=write, andonewhere op=read.

(® Because we constrained output to operations with latencies higher than 100ms, none of the
latency histograms will all have any buckets for latencies lower than 100ms.

3. Afterinspecting the two data streams, you might find that almost all slow operations are writes, so it could
be valuable to determine which clients are requesting the slow writes, and how large each of the writes is.

a. Tocollect this data, create a new NFS_OPS slice which collects the size and client axes.

b. Add constraints ensuring that the op axis should be constrained to only collect data
for write operations, and the latency axis should be constrained to filter operations taking less than
100ms.

( Because the constraint on the op axis dictates that it will always have the value write, it is
not necessary to collect the op axis anymore.

/analytics

create

set name=step3

set statisticType=NFS_OPS

set collectionInterval=10

set collectionAxes=size,client

edit axisConstraints.0

set type=IntegerGreaterThanConstraint
set axisName=latency

set greaterThan=100000000

back

edit EnumEqualConstraint
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set type=StringEqualConstraint
set axisName=op

set equals=write

back

commit

Reading the data proceeds in the same way as the first two steps, but there will be one stream for
every NFS client. The dataset collected by this will consist of a set of streams, one corresponding to
each NFS client, and each stream will be a time-series of histograms showing write sizes that
occurred during each ten-second interval.

Continuing to use this approach will allow you to narrow down the slow writes to a particular NFS
client, and you may be able to tune that client in some way to speed it up.

Related Topics

» Performance Analytics Tool Overview
« Performance Analytics Case Study: Using a Single Statistic
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Storage Performance Configuration Options
This section covers the following topics:

» Optimal Storage Configuration Parameters for the Delphix Engine
+ Storage Performance Test Tool (fio)

+ Storage Performance Expectations and Troubleshooting

+ Storage Performance Test Tool notes - Restricted
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Optimal Storage Configuration Parameters for the Delphix Engine

This topic describes minimum capacity and throughput requirements for storage devices used with the Delphix
Engine.

Storage for the Delphix Engine must be able to sustain the aggregated Input/Output Operations Per Second (IOPS)
and throughput (MBPS) requirements of all its Virtual Databases. Throughput required for data source
synchronization (SnapSync and LogSync) must also be supported.

The Delphix Engine requires storage for:

Item Description
A copy of each Source Database The copies are compressed.
Unique Block Changes in VDBs When changes are made to a VDB, the Delphix Engine stores the

changes in new blocks associated with only that VDB. The new blocks
are compressed.

Timeflow for dSources and VDBs The TimeFlow kept for each dSource and VDB comprises snapshots of
the database (blocks changed since the previous snapshot) and
archive logs. The retention period for this history of changes is
determined by policies established for each dSource and VDB. The
TimeFlow is compressed.

In addition to the storage for these items, the Delphix Engine requires 30% free space in its storage for the best
performance. See An Overview of Capacity and Performance Information and related topics for more details on
managing capacity for the Delphix Engine.

Best practices for storage performance include:

« Initial storage equal to the size of the physical source databases. For high redo rates and/or high DB change
rates, allocate an additional 10-20% storage.

+ Add storage when storage capacity approaches 30% free

+ Use physical LUNS allocated from storage pools or RAID groups that are configured for availability

+ Never share physical LUNs between the Delphix Engine and other storage clients.

+ Keep all physical LUNs the same size.

+ Provision storage using VMDKs or RDMs operating in virtual compatibility mode.

+ VMDKs should be Thick Provisioned, Lazy Zeroed. The underlying physical LUNs can be thin provisioned.

+ Physical LUNs used for RDMs should be thick provisioned.

« Measure or estimate the required IOPS and manage the storage disks to provide this capacity. It is common
to use larger numbers of spindles to provide the IOPS required.

+ Physical LUNs carved from RAID 1+0 groups or pools with dedicated spindles provide higher IOPS
performance than other configurations

« Maximize Delphix Engine vRAM for a larger system cache to service reads

Example

There are two production dSources, totaling 5 TB in size. 5 VDBs will be created for each. Sum of read and write
rates on the production source database is moderate (1000 iops), sum of VDB read rate is moderate (950 iops), and
VDB update rate is low (50 iops).
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« Initial storage equal to 5TB, provisioned as 5 x 1 TB physical LUNs, Thin Provisioned. Allow for expansion of
the LUNs to 2TB.

+ Provision as 5 x 950 GB Virtual Disks. VMDKs must be Thick Provisioned, Lazy Zeroed. Using 1 TB LUNs allows
expansion to 2 TB (ESX 5.1 limit).

+ The storage provisioned to the Delphix Engine storage must be able to sustain 1000 IOPs (950 + 50). For this
reason, each physical LUN provisioned to the Delphix Engine must be capable of sustaining 200 I0Ps. IOPs
on the source databases are not relevant to the Delphix Engine.

+ 64GB Delphix Engine vVRAM for a large system cache

Related Topics

+ Storage Performance Expectations and Troubleshooting
» An Overview of Capacity and Performance Information
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Storage Performance Test Tool (fio)

Overview

This fio-based Storage Performance Tool executes a synthetic workload to evaluate the performance
characteristics of the storage assigned to the Delphix Engine. The Storage Performance Tool is a feature that is only
available from the command-line

Prerequisites

Prior to setting up the Delphix Engine, the admin can login to the Delphix CLI using a sysadmin account to launch
the Storage Performance Tool. Because the test is destructive, it will only run against storage which has not been
allocated to Delphix for use by the engine.

Running the Storage Test via CLI

1. Login as the sysadmin user to the Delphix Engine CLI.
a. Ifthe Delphix Engine has not been setup yet, the network setup prompt appears. Discard the
command.

delphix network setup update x> discard delphix>

2. Create a storage test.

delphix> storage test
delphix storage test> create
delphix storage test create *>

3. Use 'get' to see other optional arguments. Modify the test parameters as needed and commit to start the
test.

delphix storage test create *> get
type: StorageTestParameters
devices: (unset)
duration: 120
initializeDevices: true
initializeEntireDevice: false
testRegion: 128GB
tests: ALL
delphix storage test create *> commit
STORAGE_TEST-1
Dispatched job JOB-1
STORAGE_TEST_EXECUTE job started for "SYSTEM".
Initializing storage test.
Starting storage device initialization.
ETA: 1:28:44.
Storage device initialization complete.
Starting storage benchmarking.
Starting random read workload with 4 KB block size and 8 jobs.
Starting random read workload with 4 KB block size and 16 jobs.
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Starting random read workload with
Starting random read workload with
Starting random read workload with
Starting random read workload with
Starting random read workload with KB block size and 32 jobs.
Starting random read workload with KB block size and 64 jobs.
Starting sequential write workload with 1 KB block size and 4 jobs.
Starting sequential write workload with 4 KB block size and 4 jobs.
Starting sequential write workload with 8 KB block size and 4 jobs.
Starting sequential write workload with 16 KB block size and 4 jobs.
Starting sequential write workload with 32 KB block size and 4 jobs.
Starting sequential write workload with 64 KB block size and 4 jobs.
Starting sequential write workload with 128 KB block size and 4 jobs.
Starting sequential write workload with 1024 KB block size and 4 jobs.
Starting sequential write workload with 1 KB block size and 16 jobs.
Starting sequential write workload with 4 KB block size and 16 jobs.
Starting sequential write workload with 8 KB block size and 16 jobs.
Starting sequential write workload with 16 KB block size and 16 jobs.
Starting sequential write workload with 32 KB block size and 16 jobs.
Starting sequential write workload with 64 KB block size and 16 jobs.
Starting sequential write workload with 128 KB block size and 16 jobs.
Starting sequential write workload with 1024 KB block size and 16 jobs.
Starting sequential read workload with 64 KB block size and 4 jobs.
Starting sequential read workload with 64 KB block size and 8 jobs.
Starting sequential read workload with 64 KB block size and 16 jobs.
Starting sequential read workload with 64 KB block size and 32 jobs.
Starting sequential read workload with 64 KB block size and 64 jobs.
Starting sequential read workload with 128 KB block size and 4 jobs.
Starting sequential read workload with 128 KB block size and 8 jobs.
Starting sequential read workload with 128 KB block size and 16 jobs.
Starting sequential read workload with 128 KB block size and 32 jobs.
Starting sequential read workload with 128 KB block size and 64 jobs.
Starting sequential read workload with 1024 KB block size and 4 jobs.
Starting sequential read workload with 1024 KB block size and 8 jobs.
Starting sequential read workload with 1024 KB block size and 16 jobs.
Starting sequential read workload with 1024 KB block size and 32 jobs.
Starting sequential read workload with 1024 KB block size and 64 jobs.
Storage benchmarking complete.
Generating results.
Storage test completed successfully.
STORAGE_TEST_EXECUTE job for "SYSTEM" completed successfully.

delphix storage test>

KB block size and 32 jobs.
KB block size and 64 jobs.
KB block size and 8 jobs.
KB block size and 16 jobs.

0 0 0 0~ b

4. The job will be submitted and visible in the Delphix Management application.
5. Retrieve the test results

delphix storage test> select STORAGE_TEST-1

delphix storage test 'STORAGE_TEST-1'> result

delphix storage test 'STORAGE_TEST-1' result *> commit
Test Results

Test ID: 1
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Test System UUID: 564dc710-7bbl-c064-12c2-2659032acflb
Start Time: 03-Feb-2015 10:52:31 -0800
End Time: 03-Feb-2015 12:20:25 -0800

Test Grades:

Test Name Latency Load Scaling

Average 95th %ile Grade Scaling Grade

Random 8K Reads w/ 16 jobs 2.16 4.77 A- 0.89 poor

Random 4K Reads w/ 16 jobs 1.62 3.73 A 0.54 fair

Sequential 1M Reads w/ 4 jobs 62.60 182.00 D 1.40 bad

Sequential 1K Writes w/ 4 jobs 1.30 2.61 C 0.07 good

Sequential 128K Writes w/ 4 jobs 10.19 26.00 D 1.35 bad

Grading Key:

Test Name Grade: A+ A A- B B- C Cc- D

Small Random Reads 2.0 4.0 6.0 8.0 10.0 12.0 14.0 > 14.0

Large Seq Reads 12.0 14.0 16.0 18.0 20.0 22.0 24.0 > 24.0

Small Seq Writes 0.5 1.0 1.5 2.0 2.5 3.0 3.5 > 3.5

Large Seq Writes 2.0 4.0 6.0 8.0 10.0 12.0 14.0 > 14.0

IO Summary:

Test Name IOPS Throughput (MBps) Latency (msec)
Average Min

Max StdDev

Rand 4K Reads w/ 8 Jobs 15703 61.34 0.50 0.05

754.74 1.72

Rand 4K Reads w/ 16 Jobs 15631 61.06 1.00 0.05

1347.10 5.12

Rand 4K Reads w/ 32 Jobs 15972 62.39 1.95 0.05

1231.40 17.56

Rand 4K Reads w/ 64 Jobs 17341 67.74 3.62 0.05

1750.10 30.09

Rand 8K Reads w/ 8 Jobs 15151 118.37 0.52 0.05

45.18 0.27

Rand 8K Reads w/ 16 Jobs 16457 128.58 0.95 0.05

501.90 3.57

Rand 8K Reads w/ 32 Jobs 16908 132.10 1.84 0.05

1336.10 16.93

Rand 8K Reads w/ 64 Jobs 16865 131.76 3.71 0.05

1505.50 30.03
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Seq 1K Writes w/ 4 Jobs

168.14 0.26

Seq 4K Writes w/ 4 Jobs
152.17 0.27

Seq 8K Writes w/ 4 Jobs
120.19 0.28

Seq 16K Writes w/ 4 Jobs
81.24 0.26

Seq 32K Writes w/ 4 Jobs
40.33 0.38

Seq 64K Writes w/ 4 Jobs
116.19 2.26

Seq 128K Writes w/ 4 Jobs
200.12 4.75

Seq 1M Writes w/ 4 Jobs
832.57 42 .24
Seq 1K Writes w/ 16 Jobs

814.84 6.86

Seq 4K Writes w/ 16 Jobs
1022.50 7.76

Seq 8K Writes w/ 16 Jobs
910.55 7.91

Seq 16K Writes w/ 16 Jobs
948.57 8.05

Seq 32K Writes w/ 16 Jobs
1180.50 8.10

Seq 64K Writes w/ 16 Jobs
711.96 4.40

Seq 128K Writes w/ 16 Jobs
69.12 4,32

Seq 1M Writes w/ 16 Jobs
269.88 32.05
Seq 64K Reads w/ 4 Jobs

40.36 0.15
Seq 64K Reads w/ 8 Jobs
78.57 0.41
Seq 64K Reads w/ 16 Jobs
900.81 7.41

Seq 64K Reads w/ 32 Jobs
1231.60 20.02
Seq 64K Reads w/ 64 Jobs
2440.30 34.37
Seq 128K Reads w/ 4 Jobs

53.66 0.25

Seq 128K Reads w/ 8 Jobs
32.21 0.42

Seq 128K Reads w/ 16 Jobs
1057.60 6.46

Seq 128K Reads w/ 32 Jobs
1355.40 19.87
Seq 128K Reads w/ 64 Jobs
1926.20 36.79

22053

24937

22946

18003

12993

6429

3614

388

25965

25610

25183

23433

19327

9313

3369

481

16912

18862

20352

20750

21146

11649

15995

17413

17874

17523
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Seq 1M Reads w/ 4 Jobs 1404 1404.20 2.84 0.31
64.38 0.75

Seq 1M Reads w/ 8 Jobs 2360 2360.70 3.38 0.32
17.60 0.46

Seq 1M Reads w/ 16 Jobs 3876 3876.50 4.10 0.33
429.44 3.20

Seq 1M Reads w/ 32 Jobs 4732 4732.60 6.69 0.29
1305.70 34.64

Seq 1M Reads w/ 64 Jobs 4730 4730.10 13.33 0.32

1847.90 54.39

IO Histogram:

Test Name us50 uslEO us250 us500 ms1l ms2 ms4
msl0 ms20 ms50 ms1l00 ms250 ms500 sl s2 s5

Rand 4K Reads w/ 8 Jobs 0 0] 0 2 46 41 7
3 1 0 0 0 0 0 0 0

Rand 4K Reads w/ 16 Jobs 0 0] 0 0] 39 47 10
3 1 0 0 0 0 0 0 0

Rand 4K Reads w/ 32 Jobs 0 0] 0 0] 6 64 22
6 2 0 0 0 0 0 0 0

Rand 4K Reads w/ 64 Jobs 0 0] 0 0] 0 4 75
16 3 1 0 0 0 0 0 0

Rand 8K Reads w/ 8 Jobs 0 0] 0 0] 41 49 7
2 1 0 0 0 0 0 0 0

Rand 8K Reads w/ 16 Jobs 0 0] 0 0] 8 66 20
4 2 1 0 0 0 0 0 0

Rand 8K Reads w/ 32 Jobs 0 0] 0 0] 0 5 72
18 3 2 0 0 0 0 0 0

Rand 8K Reads w/ 64 Jobs 0 0] 0 0] 0 0] 3
85 8 4 1 0 0 0 0 0

Seq 1K Writes w/ 4 Jobs 0 0] 0 4 53 36 4
2 1 0 0 0 0 0 0 0

Seq 4K Writes w/ 4 Jobs 0 0] 0 2 44 44 6
3 1 0 0 0 0 0 0 0

Seq 8K Writes w/ 4 Jobs 0 0] 0 1 41 47 7
3 1 0 0 0 0 0 0 0

Seq 16K Writes w/ 4 Jobs 0 0] 0 0] 27 57 10
3 1 0 0 0 0 0 0 0

Seq 32K Writes w/ 4 Jobs 0 0] 0 0] 4 55 30
8 2 1 0 0 0 (0] 0 0

Seq 64K Writes w/ 4 Jobs 0 0] 0 0] 0 1 56
33 7 3 0 0 0 0 0 0

Seq 128K Writes w/ 4 Jobs 0 0] 0 0] 0 0] 0
76 16 5 2 0 0 0 0 0

Seq 1M Writes w/ 4 Jobs 0 0] 0 0] 0 0] 0
0 0 24 57 14 4 (0] 0 (0]
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Seq 1K Writes w/ 16 Jobs 0 0] 0 1 55 34 6
2 1 0 0 0 0 0 0 0

Seq 4K Writes w/ 16 Jobs 0 0] 0 1 46 42 7
3 1 0 0 0 0 0 0 0

Seq 8K Writes w/ 16 Jobs 0 0] 0 0] 3 43 38
12 2 1 0 0 0 0 0 0

Seq 16K Writes w/ 16 Jobs 0 0] 0 0] 0 4 67
23 4 2 0 0 0 0 0 0

Seq 32K Writes w/ 16 Jobs 0 0] 0 0] 0 0] 1
74 16 8 2 0 0 0 0 0

Seq 64K Writes w/ 16 Jobs 0 0] 0 0] 0 0] 0
2 81 12 3 1 0 0 0 0

Seq 128K Writes w/ 16 Jobs 0 0] 0 0] 0 0] 0
1 2 85 7 4 0 0 0 0

Seq 1M Writes w/ 16 Jobs 0 0] 0 0] 0 0] 0
0 0 1 4 45 38 9 3 0

Seq 64K Reads w/ 4 Jobs 0 0] 0 0] 0 29 59
9 2 1 0 0 0 0 0 0

Seq 64K Reads w/ 8 Jobs 0 0] 0 0] 0 0] 15
74 8 3 1 0 0 0 0 0

Seq 64K Reads w/ 16 Jobs 0 0] 0 0] 0 0] 0
14 53 27 5 1 0 0 0 0

Seq 64K Reads w/ 32 Jobs 0 0] 0 0] 0 0] 0
1 27 59 8 4 0 0 0 0

Seq 64K Reads w/ 64 Jobs 0 0] 0 0] 0 0] 0
0 1 29 42 25 2 0 0 0

Seq 128K Reads w/ 4 Jobs 0 0] 0 0] 0 0] 10
75 9 5 1 0 0 0 0 0

Seq 128K Reads w/ 8 Jobs 0 0] 0 0] 0 0] 0
64 29 5 2 0 0 0 0 0

Seq 128K Reads w/ 16 Jobs 0 0] 0 0] 0 0] 0
1 45 45 6 2 0 0 0 0

Seq 128K Reads w/ 32 Jobs 0 0] 0 0] 0 0] 0
0 1 65 24 8 1 0 0 0

Seq 128K Reads w/ 64 Jobs 0 0] 0 0] 0 0] 0
0 1 8 54 29 5 1 0 0

Seq 1M Reads w/ 4 Jobs 0 0] 0 0] 0 0] 0
0 0 66 23 8 2 0 0 0

Seq 1M Reads w/ 8 Jobs 0 0] 0 0] 0 0] 0
0 0 1 33 52 11 3 0 0

Seq 1M Reads w/ 16 Jobs 0 0] 0 0] 0 0] 0
0 0 1 5 70 15 8 1 0

Seq 1M Reads w/ 32 Jobs 0 0] 0 0] 0 0] 0
0 0 1 4 19 58 11 6 1

Seq 1M Reads w/ 64 Jobs 0 0] 0 0] 0 0] 0
0 0 1 2 10 40 32 11 2

delphix storage test 'STORAGE_TEST-1'>

Related Topics

» Optimal Storage Configuration Parameters for the Delphix Engine
« Storage Performance Expectations and Troubleshooting
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Storage Performance Expectations and Troubleshooting

Overview

When you initially set up a Delphix Engine, there is a one-time opportunity (and requirement) to run your storage
performance tests on unconfigured storage. Because of the test method we use, we cannot run it again in the same
way after the engine is set up. When run from a Windows target host, DiskSpd can help establish a performance
baseline that combines the network and storage performance over iSCSI. This can be a significant help in
determining whether your current or future performance is within normal expectations. Similarly, you can

use fio on the *nix side from a target system to establish a performance baseline that combines the network and
storage performance over NFS.

Troubleshooting and information gathering questions

These questions are presented roughly in order of priority. The answers to these questions should help narrow
down possible causes of poor performance.

« All storage traffic for virtualization Target hosts goes over the network. Have you reviewed Network
Performance Expectations and Troubleshooting?
« Were all of the storage best practices been applied?
« In particular, check the 10 Operation limit and round-robin settings.
« Was a baseline ever created for this host using DiskSpd or fio? (How does our current performance
compare?)
« Gather storage specs from VM/storage administrator:
« Vendor, Model (EMC VMAX 40k, HP 3PAR StoreServ 7000)
+ 10 latency SLO (e.g. 5ms 99.999%)
+ IOPS/GBSLO (e.g. 0.68 IOPS/GB for EMC Gold-1)
« https://store.emc.com/us/Product-Family/EMC-VMAX-Products/EMC-VMAX-Cloud-Edition/p/
EMC-VMAXCloud
« Cache type and size (e.g. FAST cache 768GB)
« Tier, #Pools; if auto - tiering; relocation schedule (e.g. Gold/Silver/Auto/3 pools/etc)
« Pool detail: (#) drives, RPM, Type (e.g. Pooll: (20) EFD, (30) 15k SAS, Pool 2: (40) 10k SATA)
« Connection (XXGb Fibre Channel)
+ Dedicated or Shared pool (how many applications/servers)

Conclusion
If you need further help, please contact Delphix Support or Professional Services to assist in getting the best
performance possible from your environment.

Related Topics

+ Best Practices for Storage
» Network Performance Expectations and Troubleshooting
« Optimal Storage Configuration Parameters for the Delphix Engine
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Storage Performance Test Tool notes - Restricted

In addition to displaying the storage results on screen via CLI or retrieving results from a locally downloaded
support bundle, Delphix employees have additional options to retrieve the information via ssh or via a support
bundle uploaded to http://upload.delphix.com.

Download via SSH
Note the destination folder increments based on the job number. storage-test/1, storage-test/2, storage-test/3. etc.

delphix$ 1s -1 /var/delphix/server/storage-test/1l/fio_summaryx
rw-r--—-- 1 delphix staff 2310 Apr 29 17:51 /var/delphix/server/storage-test/1/
fio_summary_full.out

rw-r--—-- 1 delphix staff 1318 Apr 29 17:51 /var/delphix/server/storage-test/1/
fio_summary_grades.out

rw-r--—-- 1 delphix staff 793 Apr 29 17:51 /var/delphix/server/storage-test/1/
fio_summary.out

Note: versions older than 4.2 default to /opt/delphix/monitor/htdocs

Upload to portal; download from portal

1. Upload to portal:
a. Login to the Delphix Management application.
b. Select System -> Support Logs
c. Choose to transfer the logs to Delphix
2. Download steps:
a. Goto http://upload.delphix.com, login and select "browse uploaded files" to find the file

Extraction

1. Extract the file to locate "storage_tests.tar" in the root of the compressed file.
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Architecture for Performance - Hypervisors and Host

The Delphix Engine is a "virtual appliance": a virtual machine guest running within a hypervisor on a physical host.
There are a few key best practices we need to keep in mind as we consider this architecture.

Architecture Best Practices Hypervisor Host ESX

Hypervisor

1. ESXi5.x or 6.x recommended.
2. HyperThreading (HT) for Intel®-based servers (no HT on AMD CPUs).
a. Disable HT in BIOS, on the ESXi Host, and disable HT Sharing on the Delphix VM for consistency. This
is our best practice, disable at all levels.
Any other combination may result in a non-deterministic performance.
b. When HT cannot be turned off for both the Host and Delphix VM, it should be turned on at all levels,
not runin a "mixed-mode".
i. HT disablement at a guest level only can result in non-deterministic performance.
ii. Adedicated ESXi host, cluster or DRA is recommended where consistent VDB performance is
paramount.
c. VM migration to a new host (e.g. VMware HA or vMotion) can create mismatched HT settings.
3. ESXioverhead (resources required for hypervisor cannot be reserved, they must be left unallocated).
a. Memory Overhead - 10% of available RAM must not be allocated to guest VMs.
« Example: 256GB RAM, allocate 230GB to Delphix VM, leave 26GB for ESX
b. CPU Overhead - At least 2 cores (ideally 4) must not be allocated to guest VMs.
« Example: If 16 physical cores are available, allocate 12 to the virtual machines, leaving 4 for the
hypervisor
« Why 47? Certain hypervisor functions require precedence over any virtualized system. If a
hypervisor needs more CPU than the amount currently available, it can de-schedule all other
virtual processes to ensure adequate CPU resources for the hypervisor. Ensuring the
hypervisor will not have to de-schedule any running virtual processes (worlds) by setting aside
and not over-subscribing CPUs for virtual functions will leave them available for hypervisor
use.
c. Evenifthe Delphix VM is the only VM on a host, the hypervisor is still active and essential; and still
needs resources.
4. BIOS Power Management should be set to High Performance where ESXi controls power management.
a. ltcanbeimpacted by VMware KB 1018206 - poor VM application performance caused by power
management settings.
b. Ensure that all BIOS managed C-States other than C0 are disabled if power management is hardware
controlled.
c. Ensurethat all ACPI sleep states above SO are disabled in the BIOS.
d. Examples for popular server lines from Cisco, HP, Dell below. Specific models will vary, use the
appropriate spec sheet.
i. UCS: disable the Processor Power States, disable Power Technology, set Energy Performance
to "Performance"
ii. HP Proliant: set HP Power Regulator to HP "Static High Performance" mode
iii. Dell: set BIOS System Profile to "Performance Optimized" mode
VMware HA can be enabled; VMware DRS is generally disabled.
Blade/Rack Server Firmware and ESXi Drivers should be updated to the latest versions.
For Intel®-based servers with E5-2600 v2 processors.
Two typical server configurations:

B o NoWw

Blade Farm
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2. Rack Server
Hyper-Converged configurations are possible for high performance.

Virtual Machine Guest

1. For VM machine settings, see Virtual Machine Requirements for VMware Platform.
2. VMWare Guest Specifications:
a. Minimum: 8 vCPU x 64 GB
Small: 8 vCPU x 128GB
Medium: 16 vCPU x 256 GB
Large: 24 vCPU x 512 GB
b. Reserve 100% of RAM and CPU:

« If the ESX host is dedicated to Delphix, CPU and RAM reservations are advised but not
necessary, however, swap space will be required on the hypervisor to compensate for the lack
of reserved RAM.

c. Hyperthreading - See the ESX host section at the top. Disable HT Sharing on VM, disable HT on ESX
Host.

3. Assign single-core sockets for vCPUs in all cases. If there is a compelling reason to use multi-core vCPUs,
reference the following article from VMware which describes matching virtual multi-core sockets to the
hardware ESX is running on.

VMware Article on CoresPerSocket
Example: ESXi Host has 2 socket x 18 core Intel Xeon, Delphix Engine wants 16 vCPU.
Configure Delphix VM with 2 Virtual Sockets, 8 Cores Per Socket to utilize hardware architecture.

4. Avoid placing other extremely active VMs on the same ESX host.

Monitoring - vSphere Threshold Alerts for CPU, Network, Memory, Capacity.

6. To set the number of vCPUs per virtual machine via the vSphere client, please see "Virtual CPU
Configuration" in the Administration guide:

ESXi 5.0, ESXi 5.1, ESXi 5.5, ESXi 6.0
a. Delphix VM CPU Utilization - Delphix KB article on what makes Delphix VMs similar to other resource-
intensive applications
b. Exchange onVMware Best Practices - VMworld 2013 session
c. ESXTOP Reference, Blog

7. Ensure that the latest available VMware drivers and firmware versions are installed for HBAs, NICs and any
other hardware components configured on the Delphix virtual machine. This is a critical step that can have a
massive impact on the performance and robustness of our solution.

@

Related Topics

+ Performance Analytics Management
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Target Host OS and Database Configuration Options

This topic describes configuration options to maximize the performance of a target host in a Delphix
Engine deployment. These network-tuning changes should improve performance for any data source

OS-Specific Tuning Recommendations

Solaris

When exclusively using Oracle's Direct NFS Feature (dNFS), it is unnecessary to tune the native NFS client. However,
tuning network parameters is still relevant and may improve performance.

Tuning the Kernel NFS Client
On systems using Oracle Solaris Zones, the kernel NFS client can only be tuned from the global zone.

On Solaris, by default the maximum 1/0O size used for NFS read or write requests is 32K. For I/O requests larger than
32K, the I/0 is broken down into smaller requests that are serialized. This may result in poor /O performance. To
increase the maximum 1/O size:

1. Assuperuser,addtothe /etc/system file:
* For Delphix: change the maximum NFS block size to 1M
set nfs:nfs3_bsize=0x100000

2. Run this command:
# echo "nfs3_bsize/W 100000" | mdb -kw

Itis critical that the above command be executed exactly as shown, with quotations and space. Errors in the
command may cause a system panic and reboot.

Tuning TCP Buffer Sizes

On systems using Oracle Solaris Zones, TCP parameters, including buffer sizes, can only be tuned from the global
zone or in exclusive-IP non-global zones. Shared-IP non-global zones always inherit TCP parameters from the global
zone.

Solaris 10

It is necessary to install a new Service Management Facility (SMF) service that will tune TCP parameters after every
boot. These are samples of the files needed to create the service:

File Installation location
dlpx-tcptune /lib/svc/method/dlpx-tcptune
dlpx-tune.xml /var/svc/manifest/site/dlpx-tune.xml

1. Assuperuser, download the files and install them in the path listed in the Installation location in the table.
2. Runthe commands:
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# chmod 755 /1lib/svc/method/dlpx-tcptune

# /usr/sbin/svccfg validate /var/svc/manifest/site/dlpx-tune.xml
# /usr/sbin/svccfg dimport /var/svc/manifest/site/dlpx-tune.xml

# /usr/sbin/svcadm enable site/tcptune

Verify that the SMF service ran after being enabled by running the command:

# cat ‘svcprop -p restarter/logfile tcptune’

You should see output similar to this:

[ May 14 20:02:02 Executing start method ("/lib/svc/method/dlpx-tcptune start"). ]
Tuning TCP Network Parameters

tcp_max_buf adjusted from 1048576 to 16777216

tcp_cwnd_max adjusted from 1048576 to 4194304

tcp_xmit_hiwat adjusted from 49152 to 4194304

tcp_recv_hiwat adjusted from 128000 to 16777216

[ May 14 20:02:02 Method "start" exited with status 0. ]

Solaris 11

As superuser

Run the following commands:

ipadm set-prop -p max_buf=16777216 tcp
ipadm set-prop -p _cwnd_max=4194304 tcp

ipadm set-prop -p send_buf=4194304 tcp
ipadm set-prop -p recv_buf=16777216 tcp

H*+ o H

Linux/Redhat/CentOs

Tuning the Kernel NFS Client

In Linux, the number of simultaneous NFS requests is limited by the Remote Procedure Call (RPC) subsystem. The
maximum number of simultaneous requests defaults to 16. Maximize the number of simultaneous requests by

changing the kernel tunable sunrpc.tcp_slot_table_entries valueto 128.

To ensure that the interface does not drop packets because the driver is configured with one receive queue, use the
following commands to view the adaptor policy/increase Rx queue length.

<LinuxHost> $ 1ifconfig -a

etho Link encap:Ethernet HWaddr 00:22:BB:CC:DD:22
inet addr:www.xxx.yyy.zzz Bcast:www.xxx.yyy.zzz Mask:255.255.255.0
inet6 addr: feee::222:bbff:fffc:ddd/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:9000 Metric:1
RX packets:760729910 errors:0 dropped:700 overruns:0 frame:0
TX packets:309094054 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
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RX bytes:1023150307866 (952.8 GiB) TX bytes:190673864056 (177.5 G1iB)

To ensure that the interface does not drop packets because the driver is configured with one receive queue, use the
following commands to view the adaptor policy/increase Rx queue length.

<LinuxHost> $ ifconfig -a

etho

Link encap:Ethernet HWaddr 00:22:BB:CC:DD:22

inet addr:www.xxx.yyy.zzz Bcast:www.xxx.yyy.zzz Mask:255.255.255.0
inet6 addr: feee::222:bbff:fffc:ddd/64 Scope:Link

UP BROADCAST RUNNING MULTICAST MTU:9000 Metric:1

RX packets:760729910 errors:0 dropped:700 overruns:0 frame:0

TX packets:309094054 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000

RX bytes:1023150307866 (952.8 GiB) TX bytes:190673864056 (177.5 GiB)

Using the ethtool you will need to use -g to see and update this. If you are using ifconfig from above for eth0 you will

see:

Before:

[root@ln001xsmfad048 ~]# ethtool -g ethoO
Ring parameters for ethO:

Pre-set maximums:

RX: 4096

RX Mini:
RX Jumbo:

(0]
(0]

TX: 4096
Current hardware settings:
RX: 512

RX Mini:
RX Jumbo:

(0]
(0]

TX: 512

After:

[rooteln001lxsmfad048 ~]# ethtool -g etho
Ring parameters for etho:

Pre-set maximums:

RX: 4096

RX Mini:
RX Jumbo:

0
0

TX: 4096
Current hardware settings:
RX: 4096

RX Mini:
RX Jumbo:

0
0

TX: 4096

RHEL4 through RHEL5.6
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1. Assuperuser, run the following command to change the instantaneous value of simultaneous RPC

commands:

# sysctl -w sunrpc.tcp_slot_table_entries=128

2. Editthefile /etc/modprobe.d/modprobe.conf.dist andchange theline:

install sunrpc /sbin/modprobe --first-time --dignore-install sunrpc && { /bin/
mount -t rpc_pipefs sunrpc /var/lib/nfs/rpc_pipefs > /dev/null2>&1 || :;

to

install sunrpc /sbin/modprobe --first-time --ignore-install sunrpc && { /bin/
mount -t rpc_pipefs sunrpc /var/lib/nfs/rpc_pipefs > /dev/null2>&1 ; /sbin/
sysctl -w sunrpc.tcp_slot_table_entries=128; }

Improper changes to the modprobe.conf.dist file may disrupt the use of NFS on the system. Check with your
system administrator or operating system vendor for assistance. Save a copy of the modprobe.conf.distin a
directory other than /etc/modprobe.d before starting.

RHEL 5.7 through RHEL 6.2

1. Assuperuser, run the following command to change the instantaneous value of simultaneous RPC

commands:

# sysctl -w sunrpc.tcp_slot_table_entries=128

2. Ifitdoesn't already exist, create the file /etc/modprobe.d/rpcinfo with the following contents:

options sunrpc tcp_slot_table_entries=128

RHEL 6.3 onwards

Beginning with RHEL 6.3, the number of RPC slots is dynamically managed by the system and does not need to be
tuned. Although the sunrpc.tcp_slot_table_entries tuneablestill exists, it has a default value of 2,
instead of 16 as in prior releases. The maximum number of simultaneous requests is determined by the new

tuneable, sunrpc.tcp_max_slot_table_entries,which hasadefault value of 65535.

Tuning TCP Buffer Sizes

1. Assuperuser, add or replace the following entries in /etc/sysctl.conf.
Note: the *rmem, *wmem parameter values are minimum recommendations, so no change is needed if

already set to higher values.

net.ipvé4.
net.ipvé4.
net.ipvé4.
net.ipv4.
net.ipv4.

tcp_timestamps = 1
tcp_sack = 1
tcp_window_scaling = 1

tcp_rmem
tcp_wmem

2. Runthe command:

4096 16777216 16777216
4096 4194304 16777216

Configuration- 372



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

/sbin/sysctl -p

IBM AIX

Tuning the Kernel NFS Client

On AlX, by default the maximum I/O size used for NFS read or write requests is 64K. When Oracle does I/O larger
than 64K, the I/0 is broken down into smaller requests that are serialized. This may result in poor /O performance.
IBM can provide an Authorized Program Analysis Report (APAR) that allows the I/O size to be configured to a larger
value.

1. Determine the appropriate APAR for the version of AIX you are using:

AIX Version APAR Name
6.1 V24594
7.1 V24688

2. Checkif the required APAR is already installed by running this command:

# /usr/sbin/instfix -ik IV24594

If the APAR is installed, you will see a message similar to this:

All filesets for IV24594 were found.

If the APAR is not yet installed, you will see a message similar to this:

There was no data for IV24594 in the fix database.

3. Download and install the APAR, as necessary. To find the APARs, use the main search function at http://
www.ibm.com/us/en/, specifying the name of the APAR you are looking for from step 1.
A system reboot is necessary after installing the APAR

4. Configure the maximum read and write sizes using the commands below:

# nfso -p -o nfs_max_read_size=524288
# nfso -p -o nfs_max_write_size=524288

5. Confirm the correct settings using the command:

# nfso -L nfs_max_read_size -L nfs_max_write_size

You should see an output similar to this:

Configuration- 373


http://www-01.ibm.com/support/docview.wss?uid=isg1IV24594
http://www-01.ibm.com/support/docview.wss?uid=isg1IV24688
http://www.ibm.com/us/en/

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

NAME CUR DEF BOOT MIN MAX UNIT TYPE
DEPENDENCIES

Tuning Delayed TCP Acknowledgements

By default, AIX implements a 200ms delay for TCP acknowledgments. However, it has been found that disabling this
behavior can provide significant performance improvements.

To disable delayed ACKs on AlX the following command can be used:
# /usr/sbin/no -o tcp_nodelayack=1
To make the change permanent use:

# /usr/sbin/no -p -o tcp_nodelayack=1

HP-UX

Tuning the Kernel NFS Client

On HP-UX, by default the maximum 1/0 size used for NFS read or write requests is 32K. For 1/O requests larger than
32K, the I/0 is broken down into smaller requests that are serialized. This may result in poor /O performance.

1. Assuperuser, run the following command:

# /usr/sbin/kctune nfs3_bsize=1048576

2. Confirm the changes have occurred and are persistent by running the following command and checking the
output:

# grep nfs3 /stand/system
tunable nfs3_bsize 1048576

Tuning TCP Buffer Sizes
1. Assuperuser, editthe /etc/rc.config.d/nddconf file, addingorreplacing the following entries:

TRANSPORT_NAME[0]=tcp
NDD_NAME[0]=tcp_recv_hiwater_def
NDD_VALUE[0]=16777216

#

TRANSPORT_NAME[1]=tcp
NDD_NAME[1]=tcp_xmit_hiwater_def
NDD_VALUE[1]=4194304
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In this example, the array indices are shownas © and 1. Inthe actual configuration file, each index used
must be strictly increasing, with no missing entries. See the comments at the beginning of /etc/
rc.config.d/nddconf for moreinformation.

2. Runthe command:

/usr/bin/ndd -c

3. Confirm the settings:

# ndd -get /dev/tcp tcp_recv_hiwater_def
16777216
# ndd -get /dev/tcp tcp_xmit_hiwater_def
4194304

0S-Specific Tuning Recommendations for Windows

iSCSI Tuning

These are our recommendations for the Windows iSCSl initiator configuration. Please note that the parameters
below will affect all applications running on the Windows target host, so you should make sure that the following
recommendations do not contradict best practices for other applications running on the host.

For targets running Windows Server, the iSCSI initiator driver timers can be found

at: HKLM\SYSTEM\CurrentControlSet\Control\Class\{4D36E97B-E325-11CE-

BFC1-08002BE10318}\<Instance Number>\<Parameters> . Please see How to Modify the Windows
Registry on the Microsoft Support site for details about configuring registry settings.

Registry Value Type Default Recommende Comments
d
MaxTransferLen REG_DWORD 262144 131072 This controls the maximum data size
of an I/0 request. A value of 128K is
gth optimal for the Delphix Engine as it
reduces the segmentation of the
packets as they go through the stack.
MaxBurstLength REG_DWORD 262144 131072 This is the negotiated maximum
burst length. 128K is the optimal size
for the Delphix Engine.
MaxPendingRequ REG_DWORD 255 512 This setting controls the maximum
¢ number of outstanding requests
ests

allowed by the initiator. At most this
many requests will be sent to the
target before receiving a response for
any of the requests.
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Registry Value Type Default Recommende Comments
d
MaxRecvDataSeg REG_DWORD 65536 131072 This is the negotiated

MaxRecvDataSegmentLength.
mentLength

Receive Side Scaling
Follow the instructions here to enable RSS: Enable Receive Side Scaling (RSS) on Staging/Target Network Interfaces

hosted on the target, such as Oracle, SQL Server, Sybase, or vFiles. They should be applied to all Delphix targets.
Related Topics

+ Best Practices for Target DB and OS Settings
» Performance Analytics Management
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Starting, Stopping, and Restarting Your Engine

There are several options available to stop, restart, or reset the Delphix engine for maintenance or debugging
purposes.

Rebooting the Delphix Engine

If the management stack for your Delphix Engine hangs, you will need to perform a reboot.

Before performing a reboot, all your VDBs must be shut down and dSources disabled to maintain data integrity.
Complete the following steps to reboot the Delphix Engine via GUI:

1. Login to the Delphix Setup application as a system administrator.
2. From the Dashboard panel, click the Actions menu (...) on the top right and select Reboot.

Actions 0o (®)

-
aciory Hasat
| dclo W | ==l

Restart

Reboot

‘ower Off

3. Click OK.
Complete the following steps to reboot the Delphix Engine via CLI:

1. Login to the CLI as a system administrator.
2. Go to system >reboot
3. delphix system reboot *> commit

Restarting the Delphix Engine Management Process
If the Delphix Java process is in a bad state, you may need to restart it to get it operational again.

You can restart the management process safely without shutting down VDBs or disabling dSources. Because
restarting this process has no impact on running VDBs or dSources.

Complete the following steps to restart the Delphix Management Process via GUI:

1. Login to the Delphix Setup application as a system administrator.
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2. From the Dashboard panel, click the Actions menu (...) on the top right and select Restart.

Actions o (®)

| -E.l"""""' F e

Hetboot

- Y
FPower O

3. Click OK.
Complete the following steps to restart the Delphix Management Process via the CLI:

1. Login to the CLI as a system administrator.
2. Goto system >restart
3. delphix system restart *> commit

(@ Reboot vs Restart
The only difference between the Reboot and Restart is that the Restart functions without shutting down
the VDBs and disabling the dSources.

How to Shut Down the Delphix Engine

Occasionally, it is necessary to shut down the Delphix Engine for maintenance purposes. Before performing a
shutdown, all your VDBs must be shut down and dSources disabled to maintain data integrity.

Once the Delphix Engine is powered off, you can power it back on through your hypervisor console.
Use the following steps to shut down the Delphix Engine via GUI.

1. Login to the Delphix Setup application as a system administrator.
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2. From the Dashboard panel, click the Actions menu (...) on the top right and select Power Off.

3.

Actions o (®)

Factory Reset
Restart

Hetboot

Click OK.

Use the following steps to shut down the Delphix Engine via CLI.

1.

ssh sysadmin@yourengine

2. delphix>system
3.
4. delphix system shutdown *> commit

delphix system > shutdown

Factory Reset

This option returns the Delphix Engine to the "factory default" state. This removes all the data and configurations
except for the network configuration and NTP settings. The network configuration and NTP settings are retained in
order to make it is easy for a user to start the Delphix Engine otherwise you will need to perform the initial steps to
configure the network via the VMware Hypervisor console.

It is recommended to shut down and remove all VDBs before resetting the Delphix Engine. Failure to do so could
lead to stale data mounts in target environments. For the same reason, disable all dSources that use validated sync.

Use Factory Reset only when a complete reset and reconfiguration of the Delphix Engine is necessary, as all Delphix
Engine objects will be de-allocated.

Procedure

1.

Connect to the Delphix Setup application and log in as a system administrator.
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2. From the Dashboard panel, click the Actions menu (...) on the top right and select Factory Reset.

Actions o @

Hestart
Heboot

Power Off

3. Click OK.

Related Topics

« Initial Setup
« Customizing the Delphix Engine System Settings
« Configuration

Configuration- 380



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Usage Data Management

The Delphix User-click Analytics feature is a lightweight method to capture how users interact with Delphix product
user interfaces. The goal of capturing this data is to get a better understanding of product usage, engagement, and
user behavior, and to use this data to improve Delphix products and customer experience. This feature is enabled
by default for customers deploying on or upgrading to this version. User-click Analytics may also be disabled via
the UI.

& This procedure will disable user-click analytics on both the Delphix Engine and Delphix Self-Service.

Procedure to disable user-click analytics via the GUI
Complete the following steps to disable user-click analytics via the GUI.

1. Login to the Delphix Setup application using the sysadmin username and password.

D=z=LPHIX

Username Sysadmin

Fassword

2. From the Serviceability panel, click Modify.

Serviceability o

Web Proxy
Dizabled

Phone Home
Disabled

User-click Analytics
Disabled

SMTP Server
Dizabled
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3. Inthe Serviceability window uncheck Enable Usage Analytics.

Serviceability X

Web Proxy
Thae Wed Prowy Server will bo used to communicate: with Delphix Corp. for suppor, irculleshooling, upgrades, updales, and padches.

Canfigune web proxy

Phone Homa Service

Il enabled, s sandce wall aulomaticaly send a minimal support bundie ance 8 week 1o the Delphix support sl aver HTTPS. This will
nalp with Tulure suppon and MoubERoting. A CORmMeCton 1o T e, oiner Singody OF Vi web proxy B reguired

Enabig phong homs serice

User-click Analytics

W anablod, this senice will auiomatically send 8 singsen of anorymous, non-perscnal meipdata describing user inberaciicn with the
product's user interface. This data will help us 1o befier understand Fow our products. ane being used, and b IMprove our Products and
BVICHS

B Enabip Usagn Anaktics

SMTP

Configurn the Dedphix Engine’s SMTP sending senvice Io enabie emal nosfications. Your Ssysadmin amall will Do used for receting
SYSIBm repoms, events, and faull notifications

Use sn axisting SMTP server
Enable ermal nolifications for faults and events

SMTP not configurnd - funclionality reduced: NoL abie [0 S0nd of Receve avonis and nouncations.

4. Click Save.

Related Topics

» Configuration
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Introduction to Privilege Elevation Profiles

This topic introduces the concept of Privilege Elevation Profiles, how they are managed, and how they are
supported. Privilege Elevation Profiles exist to provide the Delphix Engine with a mechanism for running privileged
commands in a secure way to achieve the following:

« Mount and Unmount NFS filesystems

« Create and Remove directories in paths not owned by the Delphix OS user
« Examine the running process list

« Run commands as root

Privilege Elevation Profiles is an advanced CLI topic and are not documented as part of the general Delphix
Engine User Guide. Changes to the default sudo-based profile scripts, or the creation of new profiles that do not
work as expected, can cause serious problems and render the Delphix Engine unusable. This article is aimed at
advanced end-users and Delphix Professional Services consultants.

Support for Privilege Elevation Profiles

® Writing and troubleshooting scripts, such as those required for Privilege Elevation Profiles, is out of scope
and not covered by Delphix Support.

Privilege Elevation Profiles need to be tailor-made to work with non-standard environments that may use third-
party or proprietary a privilege elevation mechanism other than sudo. Customer are strongly encouraged to work
with Delphix Professional Services to formulate reliable profile scripts. There is nothing that prevents customers
from creating their own profile scripts. However, customers bear full responsibility for supporting and
troubleshooting their own profile scripts. Support for profile scripts created by our Professional Services
consultants are still supported by Professional Services.

How do Privilege Elevation Profiles Work?

Privilege Elevation Profiles exist within a two-tier cascading hierarchy. This means there is one default profile for
the entire Delphix Engine that should contain scripts for all the operations that require privilege elevation.
Additional profiles may contain a subset of the scripts. When a non-default profile is used, the Delphix Engine uses
that profile's scripts where they exist and reverts to the scripts in the default profile if no script for the operation
exists. By default, the Delphix Engine ships with simple scripts that pass commands to the standard

UNIX sudo command.

All Environments added to the Delphix Engine get added with the default Privilege Elevation Profile. The profile can
be assigned on a per-host basis. Below shows how a host using a non-standard profile will use scripts in the
cascading model.

default profile custom profile host profile script used
(sudo) (myProfile)

dlpx_mount my_mount myProfile my_mount
dlpx_umount my_umount my_umount
dlpx_rmdir dlpx_rmdir
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default profile custom profile host profile script used
(sudo) (myProfile)

dlpx_mkdir dlpx_mkdir
dlpx_ps dlpx_ps
dlpx_pfexec dlpx_pfexec

Related Topics

« Privilege Elevation Profiles and Delphix Replication
« Installation and Initial System Configuration
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Upgrade

& Upgrading to 6.0.0.0is only supported from 5.3.6.0. Upgrading to 6.0.1.0 is only supported from 5.3.6.0,
5.3.7.0,5.3.7.1,5.3.8.0, and 5.3.8.1.

= Unknown macro: 'navbox’
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Upgrading the Delphix Engine: Overview

Upgrading the Delphix Engine is a multi-step process that requires some preparation. The engine upgrade process
will affect the availability of the Delphix Engine administrative interface and virtual datasets during the operation
based on the type of upgrade chosen. Upgrades typically take 1-2 hours. Please refer to the Version Compatibility
and Support Pre-Checks callout below before proceeding with an upgrade.

The following sections explain the steps involved in the upgrade process with links to detailed instructions for
proceeding through each of them.

» Types of Upgrade
« Outline of the Upgrade Process
+ Related Topics

Types of Upgrade

There are two types of upgrades, which are characterized by the impact they have on VDBs during the operation:

Upgrade Description
Type

Delay the The user interface, APl and CLI (Command Line Interface) will only be available to the user

Restart performing the upgrade. dSources will stop refreshing from production. Policies execution will be
delayed until after the upgrade has completed. Jobs will be canceled (and resumed after upgrade
if supported). Access to VDB data will not be affected by this upgrade and can be used normally.

Apply Now  In addition to performing an application upgrade, DelphixOS, the operating system that runs
Delphix, will be upgraded and the machine will reboot to the new OS as part of the upgrade
process. The Delphix Engine will automatically disable all VDBs and dSources during the upgrade
process in order to safely reboot to the new version, and thus you should schedule downtime for
your VDB applications.

Outline of the Upgrade Process

& VERSION COMPATIBILITY AND SUPPORT PRE-CHECKS

Please be aware, upgrades to 6.0.0.0-6.0.6.1 must originate from version 5.3.6.0 and above, which could
add an additional upgrade step (e.g. 5.3.1 — 5.3.6.0 — 6.0.6.1). Version 6.0.6.1 is the latest version that can
upgrade from 5.3.6.0.
+ Customers running version 5.3.9 and earlier that are requesting an upgrade to 6.0.0.0 and above,
please contact Delphix Support to help coordinate this upgrade.

Upgrading from 6.0.x to 6.0.x includes pre-checks packaged in the upgrade image, contacting Delphix
Support for this upgrade is not required (e.g. 6.0.0.0 — 6.0.7.0).
The following is an outline of the steps for upgrading the Delphix Engine:

1. Download the upgrade image to your computer from the Delphix download site (and optionally verify the
integrity of the image).

2. Upload the upgrade image to the Delphix Engine.

3. Verify and resolve the system requirements and known defects before starting the upgrade.
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Schedule the appropriate downtime.

Verify dataset and environment connectivity.

Start the upgrade and choose upgrade type.

Address any runtime failures that happen as part of the upgrade.
Verify that the upgrade completed successfully.

N

Related Topics
» Upgrade
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Upgrade Prerequisites

& Pre-check information

Before you begin the upgrade process, contact Delphix Support to perform some pre-checks.

Scheduling Downtime
To determine if an upgrade will require a reboot and VDB downtime refer to Upgrade Matrix.

If the OS will not be updated as part of the upgrade, then the upgrade process will have no impact on the
availability of VDBs, and you do not need to schedule any downtime for your VDB applications.

If the OS will be updated as part of the upgrade, then you should schedule appropriate downtime for your VDB
applications. The Delphix Engine will automatically disable VDBs and dSources during the upgrade. The length of
the downtime will be proportional to the number of VDBs.

Long-running jobs including replication and SnapSync will fail during any upgrade.

The upgrade file for the version to which you want to upgrade should be downloaded from the Delphix download
site.

Delphix Upgrade images are approximately 5GB in size; it is recommended to have both a fast internet connection
to the Delphix download site as well as to the Delphix Engine.

The upgrade image should be downloaded or moved to a location accessible to the computer used for navigating
the Delphix Management application.

& Upgrading Replication Source

Delphix Engines can only perform replication to engines on the same or higher version. Upgrading a
replication source without upgrading its replication targets could cause replication between those peers
to fail.

Verifying the Integrity of the Downloaded Upgrade Image

SHA256 checksums can be used to verify the integrity of files downloaded viadownload.delphix.com.
The sha256sum checksum listed next to each download will help ensure that a file has not changed as a result of
a faulty file transfer, a disk error, or non-malicious meddling.

To calculate the checksum of downloaded files and compare them to the checksum listed on the download portal,
the following utilities can be used:

+ OnWindows, certutil -HashFile <upgrade.tar.gz> SHA256
« On macOS or Unix servers with Perlinstalled, shasum -a 256 <upgrade.tar.gz>

+ OnUnixserverswith coreutils installed, sha256sum <upgrade.tar.gz>.
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Verifying Connectivity to Datasets and Environments

If a new version of the operating system is included in the new Delphix version, then your Delphix Engine will
automatically quiesce all VDBs and dSources during the upgrade process in order to safely reboot to the new
version.

At the end of the upgrade process, the Delphix Engine will also update the Delphix platform toolkit on each
connected environment.

To perform these tasks, the Delphix Engine must be able to connect to the environments in which datasets exist and
must have credentials to connect to datasets or applications. Environments involved must be properly configured
to enable script execution.

When an environment, dataset, or application is unreachable or misconfigured, the upgrade may encounter access
errors, and may not be able to re-start it after the upgrade has been applied.

If you know that a dataset is unavailable for some reason (e.g. host not reachable on the network, or the hosting
server is down), it is recommended that you disable it (if necessary utilize Force Disable).

The Impact of Upgrade section in the Details tab contains the list of datasets that have been identified as
unreachable, misconfigured or not behaving correctly and are at risk of not functioning after the upgrade.

Review the warnings in this section (if any) and take appropriate actions before applying the upgrade.

The section below contains the list of datasets which have been identified as unreachable, misconfigured or not behaving correctly and
are at risk of not functioning after the upgrade

Message : Failed to connect to host
Host : rhEB-ora-tgt-0064-14617.dc2. delphix.com | August 29, 2017 1:51:52 PM )
Affected datasets :

+ CO2PDB2-6WMF-1504001518622

+ CO2PDB2-2ECE-1 504001 795870

Screenshot of warning in the “Impact of Upgrade” section

Related Topics
+ Upgrading the Delphix Engine: Overview
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Downloading the Upgrade Image

The upgrade file for the version to which you want to upgrade should be downloaded from the Delphix download
site. Please use the latest upgrade image from the download site since the checks will be updated on a need-by
basis.

Delphix Upgrade images are approximately 5GB in size; it is recommended to have both a fast internet connection
to the Delphix download site as well as to the Delphix Engine.

The upgrade image should be downloaded or moved to a location accessible to the computer used for navigating
the Delphix Management application.

& Upgrading to 6.0.0.0 is only supported from 5.3.6.0 or later. If you are running a version older than 5.3.6.0,
you must first upgrade to 5.3.6.0 or later before upgrading to 6.0.0.0. For customers running on a release
earlier than 6.0.0.0 and needing to upgrade to 6.0.0.0 or higher, please contact Delphix support to help

coordinate this upgrade.
If you are upgrading from a version <6.0.0.0 before you begin the upgrade process, contact Delphix
Support to perform some pre-checks.

For upgrades from versions > 5.3.6.0 and < 6.0.0.0, you will download a migration image that is specific to the
virtualization platform that your Delphix Engine is running on. The platforms for which images are provided include:

« Amazon AWS
« Microsoft Azure
« VMware ESX

For example, an ESX migration image will have a filename

like Delphix_6.0.0.0_2019-12-06-09-07_Standard_ESX_Migration.tar.gz.

For upgrades from versions >=6.0.0.0, you will download an upgrade image that is generic to all the virtualization
platforms that your Delphix Engine is running on. The Upgrade image will have a filename like

Delphix_6.0.1.0_2020-03-17-00-39_Standard_Upgrade. tar .

SHA256 checksums, which can be used to verify the integrity of any downloaded files, are available via
download.delphix.com. Each download link should lista sha256sum checksum underneath. Additionally, newer
releases may also contain a downloadable SHA256SUMS file, containing the checksums of all files in that directory.

To calculate the checksum of downloaded files, and confirm that they match those in the SHA256SUMS file, the
following utilities can be used:

+ OnWindows, certutil -HashFile <upgrade.tar.gz> SHA256
« On macOS or Unix servers with Perlinstalled, shasum -a 256 <upgrade.tar.gz>

+ OnUnixserverswith coreutils installed, sha256sum <upgrade.tar.gz>.

Related Topics

+ Upgrade Prerequisites
+ Upgrade Verification

Upgrade- 390


https://download.delphix.com/
http://download.delphix.com

Uploading the Upgrade Image

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

The procedure for uploading an upgrade version to the Delphix Engine is:

1. Login to the Delphix Setup application.
2. Inthe Software Version panel, click View.

Dashboard

Software Version @
Engine

Current Version
Dynamic Data Platform 2018.12.18.7

Build Date
Dec 18,2018 3:11:35PM

Latest Version
2018.12.18.7

Storage © Modify

24.00GB

B pata

. Unassigned

Data Services Component . Unused
Enable
Name ~ Size Usage A...
Disk2:1 8.00GB DATA

3. Click the plusicon to upload a new version.

Upgrade Images

4. Select the upgrade version you downloaded from the download site.

Upload upgrade image

Select upgrade image

-

Click to browse
— UR —
Drag and drop a file here

Upload Status
File not selected
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The upload begins on the drop or selection of a file (upgrade image) into the Upload Upgrade Image
window. You will be able to view the progress in the Upload Status area.

5.In Upload Complete dialog, click OK. You will see the new version appear on the page.

Upload Complete X

Once the upgrade image upload is complete, upgrade verification will start automatically

This verification process will notify you of any potential problems that require intervention from either you or
Delphix support. The new version of the Delphix Engine cannot be installed before verification has completed. You
can track the progress of verification from the Actions sidebar. If issues are found during the verification process,
they will be listed on the version page. An upgrade will not be possible until the issues are resolved.

For more details, see Resolving Upgrade Checks.
Related Topics

« Resolving Upgrade Checks
« Upgrading the Delphix Engine: Overview
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Upgrade Verification

The Delphix Engine provides a feature that allows you to verify an upgrade before applying it. Each new version of
the Delphix Engine can introduce new requirements for networking, hypervisor usage, the configuration of Delphix
Engine objects and more. Verification can determine if the current Delphix Engine does not meet these
requirements. It can also detect if the Delphix Engine is in an unexpected state before an upgrade, in which case the
best solution might be to contact support. It is recommended that customers read the release notes for any version
they are upgrading to and look for new Delphix Engine requirements.

As soon as the upgrade image is uploaded, a verification job is started. This verification job will use information
stored within the uploaded upgrade image to examine the state of the Delphix Engine and make a best effort to
validate that applying the upgrade image will succeed. It also will notify the user of any potential problems that
require either customer or support intervention.

After resolving problems noted by the verification process, verification can be run again. It is expected that
customers will continue to fix problems and re-verify until no more problems remain, or until none of the remaining
problems are critical.

The verification does a “dry run” of some of the upgrade procedures in order to alert the administrator of potential
problems before continuing with the upgrade. It is strongly recommended that you perform this verification a day
or two in advance, before your upgrade downtime begins, in order to give yourself time to address any problems
flagged by the verification. Perform a re-verify closer to the upgrade, when issues have been resolved.

The procedure for verifying an upgrade is:

1. Login to the Delphix Setup application.

2. Inthe System Upgrade Management panel, click View.

3. Onthe left-hand side, select the version to which you will be upgrading. Details on the version will be
displayed on theright.

4. Inthe upper right-hand section of the Details tab, click Verify Upgrade. Verification will run in the
background. You can view the different stages with the progress during the upgrade process in Action
sidebar.

5. Click the Verification Results option to view problems during verification.

6. Click the Verification Steps option to view verification steps in detail.

Understanding the Verification Page

This section provides details about various components on the Verification page.

R T ——— - ®

Upgrade Images ~ +

@ Upgrade Image - 2019.8.30.15 Veify Upgrade | Apply Upgrade i
C"" """""" o 2“:::;; :i Version 2019.8.30.15 - Verified

No Rows To Show
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= Verify Upgrade starts verification of upgrade to a new version.

=" Apply Upgrade starts upgrade to a new version.

= Verification Package Version displays the version of verification checks that are bundled with an upgrade
version.

' Verification Results provides result details about the verification outcomes. This option is selected by default.
The verification result detail includes upgrade severity, duration, and reason

Verification Report

Verification Package Version
0.0.0

© Vverification Results
Verification Steps

Hide Resolved/Ignored Ignore All Warnings

Title Severity
Delphix Engine is a replication source - incompatible target version m WARNING

O | Hotfixes not integrated A\ CRITICAL

O | Hotfix metadata malformed 4\ CRITICAL DESCRIPTION

This Delphix Engine is a replication source for another Delphix
Engine named awrepl.dc4.delphix.com. As of the last replication,
awrepl.dc4.delphix.com was running version 2019.8.8.1, which
would not be replication-compatible with this Delphix Engine
after upgrade.

IMPACT

Upgrading this Delphix Engine without upgrading the target
Delphix Engine(s) may cause replication to fail. Replication is
currently only allowed to a target Delphix Engine that is at most
two major versions higher than the source Delphix Engine.
Replicating to a lower version is not supported. To ensure that
these engines will remain replication-compatible, check that the
target Delphix Engine(s) are running at least version 2019.8.8.11
and at most two major versions higher than 2019.8.8.11.

Mark Resolved | Mark Ignored @

Tto30f3 Page10of 1

“““ Hide Resolved/Ignored enables hiding of all verification items that are Resolved or Ignored.
““" Ignore All Warnings allows you to ignore all warning items during the upgrade process.

& Verification Steps allow you to view a complete list of verification actions, status, and durations.
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Verification Report
Verification Package Version
0.0.0
Verification Results
© verification Steps
Description Status Duration
Verify Storage available PASS 00:00:00 A FAIL
Verify integrity of intemal file systems PASS 00:00:00
Initialize verification PASS 00:04:15 DESCH'F"_DN
Verify no differences in SSL/TLS configuration between Masking and Virtualization engines PASS 00:00:00 Verify Hotfixes are resolved
Performing internal database migration PASS 00:00:01 START TIME
Verify post-upgrade compatibility of Delphix Replication target PASS 00:00:00 Aug 8, 2019 3:26:41 PM
Verify Delphix filesystem (DxFS) permissions PASS 00:00:00 END TIME
Verify no ciphers in Virtualization engine PASS 00:00:00 Aug 8,2019 3:26:41 PM
Verify OS configuration SKIPPED 00:00:00
Verify correct migration image for platform. SKIPPED 00:00:00 VERIFICATION RESULTS
X - - - - Hotfix metadata malformed
Verify that the OS configuration can be migrated from Illumos to Linux engines SKIPPED 00:00:00 Hotfixes not integrated
Verify not using native Postgres. SKIPPED 00:00:00
Verify not using Cross-platform provisioning (XPP) SKIPPED 00:00:00
Verify Hotfixes are resolved FAIL
Verify post-upgrade compatibility of Delphix Replication source A FAIL 00:00:00
1t0150f15 Page1of1

Related Topics

+ Release Notes
+ Upgrading the Delphix Engine: Overview
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Resolving Upgrade Checks

When verifying an upgrade, the verification job can sometimes detect particular action items called upgrade
checks. These checks are items that the Delphix Engine is not capable of fixing on its own, and require customer
and/or Delphix support action. Every upgrade check that appears must be resolved or ignored before the upgrade
can proceed, with the exception of INFORMATIONAL checks which require no action by users. Below is a workflow
for various severity types and upgrade check action.

Mandatory Step

Take corrective steps

Severity Type inside Delphix Engine
Indicates a potential problem post-upgrade with the
CRITICAL ¥ Delphix Engine. The Delphix Engine cannot be upgraded
when CRITICAL checks are exisiting
Mark
Resolved
Indicates problems are local to some objects on the : .
WARNING *  Delphix Engine, but the overall engine can continue U:J:gc;‘gt:liru;u;:cﬂ:ss
running.
k
Mark Ignored
INFORMATIOMAL > important checks that user must be aware.
A J

Workflow for Severity Types and Upgrade Check Action

Upgrade Severities Checks

Severity Description

CRITICAL These checks indicate a potential problem post-upgrade with the Delphix
Engine. The Delphix Engine cannot be upgraded while CRITICAL checks are
present; it is likely that the engine will fail to upgrade or break
catastrophically post-upgrade.

WARNING These checks indicate problems that are local to some objects on the
Delphix Engine, but the overall engine can continue running. For example,
WARNING checks may indicate a problem with the configuration of a
particular Windows environment and indicate that if an upgrade occurs, that
environment will not function properly.
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Severity Description

INFORMATIONAL These checks provide important information about your upgrade but do not
require immediate action.

The following is a list of checks that have been added to the Delphix Engine:

1. OS tunable settings (CRITICAL) - Upgrade verification checks that only a certain set of operating system
tunables have been adjusted. If tunable settings not on this acceptable list have been changed, please
contact Delphix support.

2. Hotfix (CRITICAL) - Upgrade verification checks if any hotfixes have been applied to the Delphix Engine, and
if any exist that are not resolved in the Upgrade version, this check will generate a Critical result. In this
scenario, the Engine may still be upgraded, but we ask that you contact Delphix support to assist in
addressing the check.

3. Snapshot directory visible (CRITICAL) - This is an internal Delphix Engine problem that Delphix support can
resolve for our customers.

4. Replication (WARNING) - It indicates that your Delphix Engine has replication set up as either a target or
source. Delphix Engines can only perform replication to engines on the same version or higher, so it is
recommended to upgrade all Engines in a Replication configuration at the same time, depending on the
requirements. For more information on forward-compatible replication, refer to Replication Overview.

5. Storage available (WARNING) - Upgrade verification checks that there is sufficient space to perform data
operations.

6. SSL/TLS configuration (WARNING) - Upgrade verification checks that the security configuration of the
engine is up to date and properly configured.

An Upgrade check can result in multiple check results. Check results are essentially a to-do list of action items
required before performing an upgrade. For example, the OS Tunables will create one line item in the Ul for each
present tunable that is not on our acceptable list. There are two actions that can be performed on each check
result.

Upgrade Check Actions
Action Description
resolve You have taken the action necessary to solve the problem and complete the action
item. Marking a result as resolved means that the customer believes the check
result indicated will no longer be a problem. The next verification run will check the
result again, but if it is fixed will not create any new check results.
ignore You have no intention of fixing the problem indicated by the check result. Future

verification runs will not generate that check result again if it is present. CRITICAL
severity checks cannot be ignored.

Examples of Upgrade Check Actions

Case A: Verification Results from Critical Severity Check

Consider a case where Delphix Engine previously had a few hotfixes installed by Delphix Support to resolve an issue.
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During the upgrade process, a critical severity message is displayed indicating the hotfixes that was used to resolve
issue might be lost or reappear after the upgrade.

Hence new upgrade version is missing the root cause fix for that issue. In this example, the action is either to
contact Delphix Support or upgrade to a new version that no longer needs these hotfixes. After taking the necessary
action, you must mark resolved for the verification steps to complete for a successful upgrade.

Verification Report
Verification Package Version
0.0.0
© Vverification Results
Verification Steps
Hide Resolved/Ignored Ignore All Warnings
Title Severity
O  Delphix Engine is a replication source - incompatible target version WARNING A CRITICAL
- Hotfixes not integrated CRITICAL
O Hotfix metadata malformed A CRITICAL DESCRIPTION
This Delphix Engine previously was manually patched with a
hotfix that will be lost after upgrade and potentially cause the
same issues which were present before. (Hotfix Id: HF-123456)
IMPACT
Issues resolved with the hotfixes may start appearing again
after upgrade.
ACTION
Contact support to ensure the hotfixes are no longer relevant, or
upgrade to a newer version that no longer requires these
hotfixes.
D
s ey
Mark Resolved | Mark Ignored @
1to30f3 Page1of1

" Itis mandatory to resolve all critical severity errors

Case B: Verification Results Warning Severity Check with Ignore All Warnings
Consider a case where Delphix Engine is configured as a Delphix Replication source for another Delphix Engine.

During the upgrade process, a warning message appears because the target engine is on a version that is
incompatible with the source engine version.

Hence replication is interrupted until the target engine is upgraded to a newer version.

In this example, the action steps are either to mark the issue as Mark Resolved or Mark Ignored because a
replication-compatibility is acceptable with a few limitations (as indicated in below warning message).
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Verification Report

Verification Package Version
0.0.0

© Verification Results

Verification Steps

Title
- Delphix Engine is a replication source - incompatible target version
O | Hotfixes not integrated

O | Hotfix metadata malformed

Tto3of3

(2

Hide Resolved/Ignorec

Ignore All Wamings

Page 1 of 1

SavaHy
| & wanninc |

A\ CRITICAL
A\ CRITICAL

WARNING

DESCRIPTION
This Delphix Engine is a replication source for another Delphix

Engine named awrepl.dc4.delphix.com. As of the last replication,

awrepl.dc4.delphix.com was running version 2019.8.8.1, which
would not be replication-compatible with this Delphix Engine
after upgrade.

IMPACT

Upgrading this Delphix Engine without upgrading the target
Delphix Engine(s) may cause replication to fail. Replication is
currently only allowed to a target Delphix Engine that is at mos
‘two major versions higher than the source Delphix Engine.
Replicating to a lower version is not supported. To ensure that
these engines will remain replication-compatible, check that thi
target Delphix Engine(s) are running at least version 2019.8.8.1
and at most two major versions highe' than 2019.8.8.11.

Mark Resolved | Mark Ignored @

1

e
1

o All Warnings must either be Mark Resolved or Mark Ignored

e You also can use Ignore All Warnings option to disregard all warning messages at once.

Case C: Verification Steps Upgrade Failure

When you want to see more details about the verification process use the Verification Steps radio button.
Verification Steps is an alternate way to view the verification status. It includes all the steps that were performed by
the verification process, the status, description and the duration of the step.

In this example below verification status, FAIL indicates that a verification result was generated. In the Verification
Results view, a FAIL status on this screen may correspond to a CRITICAL, WARNING, or INFORMATIONAL severity.

Verification Report

Verification Package Version
0.0.0

Verification Results

© Vverification Steps

Description

Verify Storage available

Verify integrity of intemal file systems
Initialize verification

Verify no di in SSL/TLS

Performing internal database migration
Verify pe pgrads ity of Delphix
Verify Delphix filesystem (DxFS) permissions
Verify no ciphers in Vir

Verify OS configuration

between Masking and Virtualization engines

ion target

engine

Verify correct migration image for platform.

Verify that the OS configuration can be migrated from Illumos te Linux engines
Verify not using native Postgres.

Verify not using Cross-platform provisioning (XPF)

Verify Hotfixes are resolved 00:00:00

Verify post-upgrade compatibility of Delphix Replication source

1t0150f15

Status.
PASS
PASS
PASS
PASS
PASS
PASS
PASS
PASS
SKIPPED
SKIPPED
SKIPPED
SKIPPED
SKIPPED

A\ FAIL

Page 1 of 1

Duration
00:00:00
00:00:00
00:04:15
00:00:00
00:00:01
00:00:00
00:00:00
00:00:00
00:00:00
00:00:00
00:00:00
00:00:00
00:00:00

00:00:00

A FALL o

DESCRIPTION
Verify Hotfixes are resolved

(2

START TIME
Aug 8,2019 3:26:41 PM

END TIME
Aug 8,2019 3:26:41 PM

VERIFICATION RESULTS
Hotfix metadata malformed
Hotfixes not integrated

<
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= Failure Severity

= The description indicates why upgrade failure occurred
= Verification Results

Related Topics

» Upgrade Verification
+ Uploading the Upgrade Image
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Applying the Upgrade

Once you have uploaded an upgrade version, verified the upgrade, optionally reviewed the warnings in the Impact
of Upgrade section, scheduled downtime pertaining to the type of upgrade you are performing, you can apply the
upgrade.

1. Login to the Delphix Setup application.

2. Inthe Upgrade Images panel, click View.

3. Onthe left-hand side, select the version to which you will be upgrading.
4. Click Apply Upgrade to initiate the upgrade process.

The upgrade will run in the background. You can view the progress of the upgrade in the Action sidebar. Only the
current system admin user can view the progress.

The status of the upgrade will be visible on the screen - if the upgrade is successful, the page will be redirected to
the login view.

If an Apply Now upgrade fails, the appliance will automatically rollback to the version running prior to the upgrade.

The version page will show the new version in an UPLOADED state and the Action sidebar will show that a rollback
was performed. If automatic rollback was disabled through the CLI (not advised), you will have to contact support
to proceed further, since you may not even be able to log in to the Delphix Engine.

Failure to Quiesce a Dataset

If Upgrade has failed to quiesce a dataset, it will pause and you will see the banner at the top of the Upgrade page
as shown below:

While the upgrade is paused, datasets that have been quiesced are unavailable until you either roll back or continue
the upgrade.

To review the list of failures, open the Report tab:

@ Upgrade Image - 2019.9.2.21 Rollback Retry Upgrade Continue Upgrade

A Upgrade is unable to quiesce some datasets and has paused

Version 2019.9.2.21 - Paused on failures

Release Date Verify Date

Sep 32,2019 Sep 3, 2019 10:48:16 AM
05 Version Minimum 05 Version
2019.9.2.21 5.3.0.0

Verification Report

The datasets listed below were identified as having issues preventing their quiescence, and may not be available after the upgrade is complete.
You can attempt to remedy the issues by
= Clicking Continue Upgrade (those datasets may not restart after the upgrade)
* Going to the Admin Application in a different browser (e.g. Chrome or IE) or using an incognito window in this browser and resolving issues such as wrong passwords, or stopping the datasets (using Force

Disable), then clicking Retry

If you choose Rollback, all changes will be reversed, upgrade wall end, and the Engine will be in the state it was in before you started the upgrade.

T
info Source Hosts Failure Action
cavalier-45RA-1567533343520 [hengtarget.de3. defphin.com’] Quiescing “cavalier-45RA-1 5675333435207 ti, Make sure the host and source are accessible.
Soda-hon-9710-1567529816258 ["10.43 97 987 Quiescing “Soda-hon-9710-156T520981 6256" ti Make sure the host and source are accessible
Soda-hon-FHCN-1567533109037 [10.43.97 987 Quiescing “Soda-hon-FHCN-1567533109037 Make sure the host and source are accessible.
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The datasets listed in the report were identified as having issues which prevented them from being quiesced, and
may not be available after the upgrade is complete. Review the messages in the report and take the suggested
corrective actions.

If you think that the errors may be the result of transient failures, you can click Retry Upgrade to try again.
Otherwise, it is recommended that you manually quiesce datasets that are still running. To do so:

1. Use a different browser or use an incognito window to go to the Delphix Management application.
2. Either resolve issues such as a wrong password or stop the dataset using Force Disable.
3. Inthe original browser or window, click Retry Upgrade to try applying the upgrade again.

If you want to ignore the failures to quiesce datasets and proceed with the upgrade:

1. Click Continue Upgrade. This will attempt to quiesce all datasets which have not yet been quiesced, but will
not pause on failures.

© This may result in datasets remaining unavailable after the upgrade is complete and the Delphix
Engine restarts, since the underlying storage that backs the datasets will be unreachable during the
upgrade. This may cause the databases or applications to failover or transition to a failure state,
thus requiring administrator intervention to recover.

2. Review the messages in the report and take the suggested corrective actions.

3. Ifany of the listed datasets are critical, and you are unable to resolve the configuration errors in the report,
you can Rollback the upgrade. If you choose Rollback, all changes will be reversed, the upgrade will end,
and the Delphix Engine will be in the state it was in before you started the upgrade.

Related Topics
» Upgrading the Delphix Engine: Overview
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Post Upgrade

After the upgrade is done, you will be redirected back to the login page.
Login to Delphix Setup to make sure that the upgrade succeeded and that the new version is running.

A post-upgrade cleanup job is run automatically after the upgrade is done. This job refreshes environments and re-
enables sources to bring objects back into a working state. VDB access will not be available at all until the
environments have been refreshed and the objects are re-enabled by the job Perform cleanup tasks following a
Delphix Engine upgrade.

Failures

If you used Continue Upgrade to force the upgrade as is described in Failure to Quiesce a Dataset, the Report tab
will contain the list of pre-upgrade quiesce failures. Upgrade will make a best effort to restore functionality to these
datasets, but it may still hit the same errors that prevented the datasets from being quiesced successfully before
the upgrade. You may need to manually bring up these datasets on the target hosts.

Related Topics

« Upgrade

+ Upgrading the Delphix Engine: Overview
+ Uploading the Upgrade Image

« Applying the Upgrade
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Security

= unknown macro: 'navbox’
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Security Principles
The Delphix approach is based on:

Embrace separation of duties: Isolate and compartmentalize capabilities and privileges and never give or
concentrate access to a single role.

Apply the principle of least privilege: Users should obtain only those privileges needed to do their jobs and only
for as long as they are needed.

Use an open, simple design: Make security mechanisms simple and easy to use, and rely on proven, peer-reviewed
solutions.

Use a layered defense: Provide no single point of failure; if one layer fails to catch an error, catch it in another
layer.

Use complete mediation and authentication: Control and check every access point every time.

Use fail-safes: Deny access when not explicitly authorized. Prevent faults from causing an opportunity to
compromise.

Protect data at rest and data in motion: Utilize common security protocols as well as features of the source
database and database software to protect data at all times.

Minimize the attack surface: Present the minimum sockets, services, webpages, and accounts necessary to
operate.

Don’t rely on obscurity: Be secure even if everything but the key is known.
Audit and monitor everything: Provide a tamper-proof trail of evidence.

Leverage the environment: Design the Delphix Engine to leverage the security features offered by databases,
operating systems, storage devices, and networks.

Anticipate external Attack Vectors: Combat attacks sourced from connected systems.

Enforce strong credentials: Define and enforce password policies.

Related Topics

« Security
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Product Security

This section covers the following topics:

« Delphix Product Security
+ Software Updates

» Network Security

« Certificate Management
+ Replication Security
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Delphix Product Security

Delphix takes an active approach towards the discovery of vulnerabilities by employing third-party VAPT
(vulnerability and penetration testing) Teams on an annual basis, as well as actively reviewing additional tools to
assess our products. We also actively monitor bugs and vulnerabilities against the list of open-source software
which is integrated into our products.

Delphix investigates all known vulnerabilities, either found by customers or internally, or discovered by the VAPT
Teams. During the course of this investigative process, Delphix works with the reporter of the vulnerability to gather
the technical information and determine the appropriate remedial action.

Customers can perform their own security scans and audits using their access through application administrative
accounts. Because operating system administrative access is not provided with the closed software virtual
appliance, scans executed with this privilege level are consistent with the level of access available in the
environment.

As needed, we provide compensating controls and mitigations to reduce the impact of security issues more quickly
and deliver fixes as part of the standard software release process described above.

Software Delivery Security

We deliver our virtual software appliance and upgrade images to customers on a secure server with access control.
Additionally, we provide cryptographic signatures for each image, and customers can use these signatures to
ensure the software images have not been tampered with.

Ancillary Components

The virtual appliance communicates with target servers running virtual databases (VDBs). The software is pushed to
target servers to facilitate communication for Oracle and SQL Server databases. (Oracle toolkit and Delphix
connector, respectively). This software lives outside of the DDDP product appliance, and new versions of the DDDP
product will provide updated versions of this software as well.

Related Topics

« Security
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Software Updates

Keeping Software up to date is an important part of any hardening plan. Delphix software releases are cumulative
and include bug fixes, new features, and security improvements. In addition, Delphix releases hotfixes, procedures,
and workarounds for critical vulnerabilities.

Patch Annually

To stay up to date, patch your Delphix Engine at least once per year. If you do not, you might have to upgrade twice
to get the latest releases, and your old installed version will not be able to receive vulnerability fixes.

If possible, patch more frequently. Depending on the version you are upgrading from/to, you may be able to avoid
or defer the reboot sequence, which defers downtime for your virtual databases (VDBs). This allows you to patch
outside of downtime windows.

Subscribe to Delphix Notifications

Delphix issues email notifications when critical vulnerabilities are discovered. Registered support accounts will
automatically receive these notifications. To ensure that you receive these notifications:

+ Register at least two Engine Admins with Delphix Support
+ Add Delphix Support accounts when Engine Admins leave the company

Related Topics

« Security
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Review the official documentation for the full list of required ports, which depends on your database vendor. Open
only those ports that are required. The following table only lists generic requirements; you will need additional
ports to integrate with databases.

& Ports

Open Only Required Ports.

General Port Allocation

The Delphix Engine makes use of the following network ports irrespective of the type of database objects on it:

General Outbound Port Allocations

Protocol

TCP

TCP

TCP/UDP

ubpP

TCP/UDP

TCP/UDP

TCP

TCP

Port Numbers

21

25

53

123

389

636

1023

8415

Use

Passive FTP connections from the Delphix Engine to the
Delphix FTP server. Used for sending logs to Delphix
Support.

Connection to a local SMTP server for sending email.

Connections to local DNS servers

Connection to an NTP server

Standard access to an LDAP server

Secure access to an LDAP server

Used to complete the passive FTP connection from the
Delphix Engine to Delphix Support. These ports are not
used if Delphix uses a proxy server to connect to the
Internet.

A Delphix replication source will connect to the
replication target using this destination port
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Protocol

TCP/UDP

TCP

TCP

TCP

Related Topics

« Security

Port Number

22

80

443

8415
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Use

SSH connections to the Delphix Engine

HTTP connections to the Delphix GUI

HTTPS connections to the Delphix GUI

A Delphix replication target will accept incoming
connections to this port from the replication
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Certificate Management

The Delphix Dynamic Data Platform uses SSL certificates to secure a number of different communications. Delphix
now provides users with the ability to manage their own certificates for HTTPS and DSP (Delphix Session Protocol)
connections to and from the Delphix Engine. Users are able to see multiple certificates, their attributes, and
deployed status, they can also:

+ Replace certificates
+ Delete certificates
« Create CSRs (certificate signing requests)
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Configuring Network Security Settings

To enable and modify the extent of security settings for HTTPS and DSP (Delphix Session Protocol), click on the
“Settings” button in the top right of the “Network Security” panel. This will open a new wizard where you can
modify the settings.

Configuring settings for HTTPS and DSP.

The following procedure guides you through the process of enabling or modifying security settings for HTTPS and
DSP.

1. Connect to the Delphix Engine http://<Delphix Engine>/login/index.html#serverSetup

2. Click on the Settings link in the top right of the Network Security panel. This will open a new wizard where
you can modify the settings.

Security-412



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Network Security |

Keyst... Trustst... Open C5.. -

D. Name Issued By Expires

CN=Engine j55.. CN=Engine js5.. Dec 11,2022 5:...

CN=Engine js532.dcenter.delphix.com  More

CA, C=US info

Issued To CM=Engine
j5532 dcenter.delphix.com
CA, C=US

Issued By CM=Engine
js532.dcenter.delphix.com
CA, C=Us

Serial Number 1668816516

Valid From Dec 11,2018 5:31:28 PM
uTc

Expires Dec 11, 2022 5:31:28 PM
uTc

Certificate Informationig
Custom Authorizations

Perform Server (target engine) authorization for Replication
Disabled

Perform Client (source engine) authorization for Replication
Disabled

Perform Server (this engine) authorization for remote
connections
Disabled

Perform Client (target host) authorization for remote
connections
Disabled

Perform Server (this engine) authorization for network test
remote connections
Disabled

Perform Client (target engine or host) authorization for
network test remote connections
Disabled

Security- 413



3.

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

In the Network Settings wizard, you can modify the HTTP mode, TLS Version, and TLS Cipher Suites to be

used.
Metwork Security Settings
®  HTTP Genfiguration HTTP Configuration
HTTF Mode i
Custom Authoizations HTTP and HTTPFS
TLS Version
Summary
TLSv1.2
HTTPS Ciphars
Sedect All
TLS DHE R5A with AES 256 GCM S5HASE, TLS DH
Click Next.
By default, self-signed certificates are used for server authentication and username/password login acts as

client authorization. You can enable the use of custom certificates and modify the extent of how they are

used for the following features:
+ Replication

« Remote Host Connections (SnapSync, Remote hosts for Target or Server environments, and Oracle

V2P)

« Throughput tests using the Network Performance Tool and DSP

@ Forall three features, Server authentication must be enabled for Client authentication to take

effect.

& Any configuration change requires a stack restart to take effect. Submitting the Network Security
Settings in the GUI will automatically trigger a stack restart. All jobs will be stopped, but VDBs will

continue to run.
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Network Security Settings

HTTP Configuration
& Custom Authorizations

Summary

Custom Authorizations

Use your own certificates to autharize DSP connections for Server andfor Client,
Follow the process described here

Replication o
Parform Serser (target engine) authorzation for Replication

Perform Client (source engine) authorization for Replication

Remote Connections (SnapSync, Remote Hosts, Oracle VZP) 0

Parfarm Sarver (this engine) autharization for remate connections
Parfarm Cliant (targed host) authorization for remote connections

Throughput Tests (Network Performance Tool) 0
Perform Server (this engine) authorization for network test remaole connections

Perform Client (target engine or host) authonization for network test remole connections

6. Oncethe HTTP and DSP configurations have been set as desired, click Next.
7. You will be presented with a Summary tab. Clicking Submit to accept your changes will trigger a stack
restart as this is necessary for the configuration changes to take effect. Note: all jobs will be stopped, but

VDBs will continue to run.

Related Topics

» Configuring Network Security Settings
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Certificate Management and Remote Connections

The Server is the engine and the Client is the Remote Host. The protocol can be used for SnapSync, Oracle V2P
(Virtual to Physical), and remote host connections. Once either of these options is enabled, the steps for setting up
the remote keystore/truststore must be done for any future environments added to the engine.

Enabling Server Authentication
To enable Server Authentication, do the following:

1. Replace the desired certificate for DSP (Delphix Session Protocol) in the engine KeyStore. For more details,
refer to KeyStore Settings.

2. Create a JKS or PKCS#12 keystore on the remote host with the full CA chain of the replaced certificate. Make
sure the created keystore has permissions such that it is readable by all environment users, then enter the
keystore details into the host’s truststore configuration on the engine. For more details, refer to Host DSP
Configuration.

3. Select the option Perform Server (this engine) authorization for remote connections.

Enabling Client Authentication
To enable Client Authentication, enable Server Authentication (refer to above steps), then do the following:

1. Create a JKS or PKCS#12 keystore on the remote host with the desired key pair. Make sure the created
keystore has permissions such that it is readable by all environment users, then enter the keystore details
into the host’s keystore configuration on the engine. For more details, refer to Host DSP Configuration.

2. Add the full CA chain of the remote host’s key pair to the TrustStore on the engine. For more details, refer

to TrustStore Settings.

Select the option Perform Client (the target host) authorization for remote connections.

4. Once the configurations have been set as desired, you will be presented with a summary page.

Clicking Submit will trigger a stack restart as that is necessary for the configuration changes to take effect.
Note: all jobs will be stopped, but VDBs will continue to run.

w

Related Topics

« Configuring Network Security Settings
» Host DSP Configuration

 TrustStore Settings.

« KeyStore Settings
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Certificate Management and Replication

In Replication, the Server is the Target engine and the Client is the Source engine.

Enabling Server Authentication
To enable Server Authentication, do the following:

1. Replace the desired certificate for DSP (Delphix Session Protocol) in the Target engine KeyStore. For more
details, refer to KeyStore Settings.

2. Add the full CA chain of the replaced certificate from the Target engine to the TrustStore on the Source
engine. The CA chain must match on both engines. For more details, refer to TrustStore Settings.

3. Select the option Perform Server (target engine) authorization for Replication for both Target and
Source engines.

Enabling Client Authentication
To enable Client Authentication, enable Server Authentication (refer to above steps), then do the following:

1. Replace the desired certificate for DSP in the Source engine KeyStore. For more details, refer to KeyStore
Settings.

2. Add the full CA chain of the replaced certificate from the Source engine to the TrustStore on the Target
engine. The CA chain must match on both engines. For more details, refer to TrustStore Settings.

3. Select the option Perform Client (source engine) authorization for Replication for both Target and Source
engines.

4. Once the configurations have been set as desired, you will be presented with a summary page.
Clicking Submit will trigger a stack restart as that is necessary for the configuration changes to take effect.
Note: all jobs will be stopped, but VDBs will continue to run.

Related Topics

« Configuring Network Security Settings
 TrustStore Settings.
« KeyStore Settings
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Certificate Management for Throughput Tests

Enabling Server Authentication

To enable Server Authentication, do the following:

1.
2.
3.

If using the engine to engine tests, follow the steps for Replication Server Authentication.
If using the engine to host tests, follow the steps for Remote Connections Server Authentication.
Select the option Perform Server (this engine) authorization for remote connections.

Enabling Client Authentication

To enable Client Authentication, enable Server Authentication (refer to above steps), then do the following:

1.
2. If using the engine to host tests, follow the steps for Remote Connections Client Authentication.
3.

4. Once the configurations have been set as desired, you will be presented with a summary page.

If using the engine to engine tests, follow the steps for Replication Client Authentication.
Select the option Perform Client (target engine or host) authorization for remote connections.

Clicking Submit will trigger a stack restart as that is necessary for the configuration changes to take effect.
Note: all jobs will be stopped, but VDBs will continue to run.

Related Topics

+ Replication Client Authentication
« Remote Connections Client Authentication
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Configuring HTTP settings for the Delphix Engine

Use the following steps to configure HTTP settings for the Delphix Engine.

1. Login to the Delphix Engine Setup Ul as a sysadmin.
2. From the Dashboard under Network Security select Settings. This will open a new wizard where you can
modify the settings.

Network Security

HeyStore Open CSRs -

3. Inthe Network Security Settings screen, you can modify the HTTP mode, TLS Version, and HTTPS
Ciphers to be used.
4. In HTTP mode, select one of the following:

1.

arwn

HTTP Only: accepts only HTTP connections.

HTTPS Only: accepts only HTTPS connections.

HTTP Redirect: Redirect all requests made over HTTP to HTTPS.

HTTP and HTTPS: accepts both HTTP and HTTPS connections.

HTTP Redirect with HSTS: redirect all requests made over HTTP to HTTPS and add Strict-Transport-
Security Header to all responses.

Network Security Settings

HTTP Configuration
HTTP Mode ¢
® HTTP Configuration ode @
HTTP and HTTPS

Custom Authorizations HTTP Only
HTTPS Only

Summary )

HTTP Redirect

HTTP and HTTPS

|F| E Eeﬁmct ﬁltﬁ ﬁg EI

5. In TLS Version, select the required TLS versions.

6. In HTTPS Ciphers, select the required option from the drop-down list. Select the check box next to Select
Allif you want to select all the options.

7. Click Next and then click Submit to allow your engine to restart for the changes to take effect.

8. When the Delphix Engine homepage is loaded after the restart, all the HTTP requests will be redirected to
the selected HTTP mode after the first load.

& The above steps might not work if:

1.

The certificates are not trusted - ‘not secure’ warning on the search bar of the browser. Certificate
setup should be completed before setting up HSTS headers for them to be useful - otherwise, the
redirect will still happen over 302 status.

Your site is not prepared for HTTPS setup - i.e., each of the subdomains accessed should be
supporting HTTPS - parts of the application might be inaccessible otherwise.
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3. Everyfirst request whenever the cache is cleared would redirect over 302. Any further requests
after the first would redirect over 307.

Don’t want to use HSTS?

1. Bydefault engineis set up to ‘HTTP and HTTPS’. You can leave the engine as it is and not make any changes.
2. If you set up HSTS and want to revert it, the same steps for setup can be followed from above, and select
your previous option on step 3.

Related Topics
« Configuring Network Security Settings
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Configuring Network Settings

This topic explains how to replace the HTTPS (HTTP Secure) certificate and the DSP (Delphix Session Protocol)
certificate used by the Delphix Virtualization Engine. The KeyStore tab in the Network Security panel displays the
keys that the Delphix Engine uses for its identity in HTTPS and DSP communication. For a selected service, the tab
will show the full certificate chain starting from the end-entity certificate and ending with the root CA.
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KeySt... Trustst Open CS waa

Service Issued By Expires

CH=Engine j85.. Dec 11, 2022 5.
DsP CH=Engine |55.. Dec 11,2022 5.

CN=js532.dcenter.delphix.com, C=US More

info

Issued To CH=j5532 deenter.delphix.co
m, C=U5

Issued By CH=Engine
j8532.deenter.delphix.com
GA, C=US

Serial Number 509185694

Valid From Dec 11,2018 5:31:29 PM
UTC

Expires Dec 11, 2022 5:31:29 PM
UTG

CN=Engine js532.dcenter.delphix.com Mo

CA, C=US info

Issued To CH=Engine
js532.deenter.delphix.com
CA, C=Us

Issued By GH=Engine
js532.deenter.delphix.com
CA, C=Us

Serial Mumber 1668816516

Valid From Dec 11, 2018 5:31:28 PM
UTC

Expires Dec 11, 2022 5:31:28 PM
uTc

Certificate Information@
Custom Authorizations

Perform Server (target engine) authorization for Replication
Disabled

Perform Client (source engine) authorization for Replication
Disabled

Perform Server (this engine) authorization for remote
connections
Disabled

Perform Client (target host) authorization for remote
connections
Disabled
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There are two methods of replacing a certificate. The key difference between the two is whether Delphix or the user

is providing the key pair (public and private key).

For more information on how to configure these see:
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+ Delphix Provided Key Pair Configuration
+ Customer-Provided Key Pair Configuration
Related Topics

+ Delphix Provided Key Pair Configuration
+ Customer-Provided Key Pair Configuration
+ Configuring Network Settings
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Customer Provided Key Pair Configuration

This section describes the steps to take if you are replacing the HTTPS or DSP (Delphix Session Protocol) with your
own key pair and certificate. To start, you need to add the key pair and full certificate chain as an entry in afile in
JKS or PKCS #12 format.

& freplacing the key pair for the DSP application, note that when the DSP Server or Client authenticates
each incoming DSP connection (if enabled), it will validate that each certificate of the incoming
connection's identity chain has a "Valid From (or Not Before)" date that is after its own time.

Thus, if your Delphix Engine or host environments are running off of an incorrect (slow) time configuration,
then your DSP connections will not work until the offending engine or host's time advances past all
incoming certificate's "Valid From (or Not Before)" time.

If correcting the Delphix Engine's or host environment's time configuration may cause issues, then you can
workaround this issue by creating and using a certificate with a "Valid From (or Not Before)" date which is
before your slowest Engine or host.

1. From the Network Security panel select the Actions (...) menu and select Replace Certificate.

Network Security Settings
| KeySt... TrustSt... Open C5.. e
Service Issued By Replace Certificate
| HTTPS | CN=Engine [RRlCRESIPSS
DSP CN=ENngine ,e.. S ——

2. Inthe Replace Certificate window, select Upload certificate as files.
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Replace Certificate

® Upload Certificate Upload Certificate

HNode; only the X, 505 standand, and JKS or

management stack will need io be res

Summary
weryatore Bl con

Yo Can gilher Lpioad a

O Upload carificate bom a JKS keysioes

FEM file conbanis

Certificate Alias

Keystore Passcode

Koy Pair Passcode (if diffensnt from Kays!

Upload Status
File noa selected

Hobde: The file will upload after you dick Next

Solact the e 10 upload. Upload & singhe key

This will replace the HTTPS CN=|s512 doenter.delphix.com, C=US certificale on this Delphic Engine

C5#12 Nile formads ame supporied, Upon ceriificaie replacemant
blorg th now cortficate will b usod

[10]

) e Rll irust ehain, of you can paste the equivalent FEM file conbents

Upload perificate from a PRCSE12 keysion

saone T conlaining the chain of trust

tork Passcoda)

Click to browsa
= DH -
Drag and drop a file here

Cancel

The Certificate Alias field is where the key pa
password.
3. Click Next to view a summary. Then click Submit.

Related Topics
» Configuring Network Settings

ir and certificate is saved in your JKS or PKCS #12 store.

The Keystore Passcode field is the keystore’s password.
The Key Pair Passcode field is the password for the given alias’ key. If not set, it uses the keystore's
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Use the following instructions to provide an HTTPS or DSP (Delphix Session Protocol) certificate chain for a key pair
created by the Delphix Engine.

1. Connect to the Delphix Engine HTTP://< your engine>/login/index/html#serverSetup.
2. From the Network Security panel select the Actions (...

3.

) menu and select Create CSR.

Network Security

| Key5t... Trustst...

Service Issued By

e ovaon

Settings

Open C...

Replace Certificate

_n'|p'\'_| e I: 'IP

E

CN=ENQINE jommm e v oy e

In the Create CSR window provide options for your CSR (certificate signing request). The only required field

is the “Common Name (CN).
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Create CSR X

Complate the following form and click "Create”, A key pair and the CSR will be generated,
Once created, it can be accessed via the CLI

Service
O HTTPS
DsP
Distinguished Name
© Complete form fields
Create a composite Distinguished Name

Common Name

d5250.dcd.abc.com

Organizational Unit

Organization

abc corp

City/Locality

CUPERTING|

State/Reglon

Ca

Country

United Stales

a. Select the service you want to create a CSR for (HTTPS or DSP)
b. Select how to enter the distinguished name (using the provided fields, or as a composite string).
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4. The Validate button will verify that your provided distinguished name follows a legal format.

Create CSR X
Complete the following form and click "Creale”. A key pair and the CSR will be generated
Once crgated, it can bé accessed via the CLI
Service
© HTTPS
DsP

Distinguished Name
Compilete form fields
© Create a composite Distinguished Mame

Composite Distinguished Name

Validate

Cancel
5. If desired, select the Show advanced link to provide extra options.

a. Subject Alternative Names (SAN): Add IP addresses or hostnames to be associated with the
certificate. Some browsers require that the HTTPS certificate includes the server's fully qualified
domain name (FQDN) as a SAN.

b. Force Replace: By default, this is false and means Delphix will not replace the active key pair and
certificate with the newly generated key pair and self-signed certificate. If the user wants to replace
the active key pair right away before the signed certificate has been created this can be set to true.

c. Keypair Algorithm: Choose whether the created keypair will use the RSA or ECDSA algorithm. Once
an algorithm has been chosen the user can customize the key size and the signature algorithm used.

i. Key size: The valid sizes for RSA are between 2048 and 4096 inclusive. The valid sizes for
ECDSA are between 256 and 571 inclusive.

ii. Signature algorithm: The available signature algorithms for RSA are "SHA256withRSA",
"SHA384withRSA", "SHA512withRSA". The available signature algorithms for ECDSA are
"SHA256withECDSA", "SHA384withECDSA", "SHA512withECDSA".

6. Click Create.

Once submitted, the CSR is created, and will show up in the Open CSRs tab. You can select the CSR and click
on View PEM to obtain the CSR in a PEM format.
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& fcreating a CSR for the DSP application, note that when the DSP Server or Client authenticates each
incoming DSP connection (if enabled), it will validate that each certificate of the incoming connection's
identity chain has a "Valid From (or Not Before)" date that is after its own time.

Thus, if your Delphix Engine or host environments are running off of an incorrect (slow) time configuration,
then your DSP connections will not work until the offending engine or host's time advances past all
incoming certificate's "Valid From (or Not Before)" time.

If correcting the Delphix Engine's or host environment's time configuration may cause issues, then you can
workaround this issue by signing the CSR with a "Valid From (or Not Before)" date which is before your
slowest Engine or host.

Replacing a CSR

After the CSR has been signed and turned into an X.509 Certificate, you can replace the certificate using the Replace
Certificate option

1. From the Network Security panel select the Actions (...) menu and select Replace Certificate.

Network Security Settings

| Key5t... TrustSt...
Service Issued By
DSP CN=Engine ... ey ————

2. Inthe Replace Certificate window, select PEM file contents. You can then paste the PEM response in the text
box.

© The PEM contents must contain a list of the entire trust chain from the newly generated end-entity
certificate to the root CA. You can do this by just pasting each certificate back to back in the text
box as long as they are separated by the begin and end cert tags. The order that the PEM
certificates are added to the list does not matter.

3. Click Next.
4. The Summary tab provides a description of your selections. Click Submit.

Related Topics

» Configuring Network Settings
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Host DSP Configuration

In Delphix Engine to remote host DSP (Delphix Session Protocol) communication, the Server is the engine and the
Client is the host. The Add Environment wizard allows you to tell the Delphix Engine how the KeyStores and
TrustStores have been set up on the remote hosts.

a

When the Server or Client authenticates each incoming DSP connection (if enabled), it will validate that
each certificate of the incoming connection's identity chain has a "Valid From (or Not Before)" date that is
after its own time.

Thus, if your Delphix Engine or host environments are running off of an incorrect (slow) time configuration,
then your DSP connections will not work until the offending engine or host's time advances past all
incoming certificate's "Valid From (or Not Before)" time.

If correcting the Delphix Engine's or host environment's time configuration may cause issues, then you can
workaround this issue by creating and using certificates with a "Valid From (or Not Before)" date which is
before your slowest Engine or host.

Adding a new single instance environment after DSP configuration changes

« If server authentication for remote host communication or engine to host throughput tests is desired, make

sure the appropriate config is set. For more details refer to Configuring Network Security Settings. You will
need to create a JKS or PKCS#12 keystore on the remote host with the full CA chain of the DSP key in the
keystore. By default, the key will just the signed by the Delphix CA, but you can replace the DSP key if you
wish. Refer to KeyStore Settings for more details.

If client authentication for remote host communication or engine to host throughput tests is also desired,
make sure the appropriate config is set. For more details refer to Configuring Network Security Settings You
will need to create another JKS or PKCS#12 keystore on the remote host with the desired key pair. Make sure
the created keystore has permissions such that it is readable by all environment users. Then, add the full CA
chain of the remote host’s key pair to the TrustStore on the engine. For more details, refer to TrustStore
Settings.

Once the appropriate toggles are enabled, and the remote host is all set up, you can now add the environment as
shown below. If only server authentication was desired, only the TrustStore fields need to be filled in. If client
authentication was also desired, then the KeyStore fields will also need to be filled in

=

e~ th~wh

Login to the Delphix Management application.

Click Manage.

Select Environments.

Click the Actions (...) menu next to Environments and select Add Environment.

In the Host and Server tab, select Unix/Linux.

Select Standalone Host or Oracle Cluster, depending on the type of environment you are adding.
Click Next.

In the Environment Settings tab enter your DSP configurations.

Select Submit.

Modifying an existing single instance environment after DSP configuration changes

1.

2.

If an environment already exists after enabling server/client DSP authentication, you will need to modify its
attributes for host communication to continue working. As detailed in the above section Adding a new
single instance environment after DSP configuration changes, you will need to set up the appropriate stores
on the remote host.

Once this is done, the Details page of your environment will show the existing DSP attributes.
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3. Click the pencilicon in the top right corner to edit the DSP KeyStore and TrustStore fields accordingly.

Attributes ra
Host Address
bbdhcp-AHCI-58503.dcenter.delphix.com

NFS Addresses
None

SSH Port
22

DSP KeyStore Path
fwork/my_keystore

DSP KeyStore Alias
dsp

DSP TrustStore Path
fwork/my_truststore

4. Editthe DSP fields as required.
5. Once you are done select the checkmark.
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Attributes

Host Address

bbdhcp-AHCI-58503.dcenter.delphix.com

NFS Addresses

SSH Port

22

DSP KeyStore Path 0

fwork/my_keystore

DSP KeyStore Password 0

EEEERE

DSP KeyStore Alias 0

dsp

DSP TrustStore Path o

fwork/my_truststore

DSP TrustStore Password 0

EmEEEEE

& This will need to be done for all existing environments after DSP server/client authentication is enabled

otherwise many host communication features will not work.

Adding a new Unix/Linux cluster environment after DSP configuration changes

Adding a new cluster environment is similar to adding a single instance environment, see Adding a new single
instance environment after DSP configuration changes. The steps for setting up the TrustStore and/or KeyStore will
need to be done on ALL nodes of the cluster. For a new cluster, each node must also be set up to have the exact
same path, password, an alias, because the Delphix Engine will use the same configuration for every auto
discovered node. If desired, the path, password, and alias configuration can be changed for each node, but only
AFTER the cluster has been added. See Modifying an existing Unix/Linux cluster environment after DSP

configuration changes for more details.
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Modifying an existing Unix/Linux cluster environment after DSP configuration changes

Similar to single instance environments, an existing cluster can be modified if DSP server/client authentication is
enabled. In the cluster environment’s Details page, each node can be selected and modified individually. You can
also use this to change the path, password, and/or alias to be different across nodes for a cluster that was just
added.

& This will need to be done for all existing environments after DSP server/client authentication is enabled
otherwise many host communication features will not work.

-

—

DSP for Windows Clusters

Before adding a Windows cluster, each node must have already been added as a single instance. See Adding a new
single instance environment after DSP configuration changes if adding a new Windows cluster. If modifying a
Windows cluster after a DSP configuration change, you can modify each Windows node on its environment details
page See Modifying an existing single instance for more details, or just use the cluster environment details which
will allow you to select which node to modify. See Modifying an existing Unix/Linux cluster environment after DSP
configuration changes.
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KeyStore Settings

The KeyStore tab in the Network Security panel displays the public key certificates that the Delphix Engine uses for
its identity in HTTPS and DSP (Delphix Session Protocol) communication. For a selected service, the tab will show

the full certificate chain starting from the end-entity certificate and ending with the root CA.

Network Security Settings
| Key5t... Trustst... Open C.. e
Service Issued By Expires
HTTPS CN=Engine js5.. | Dec11,20225..
DsSP CM=Engine js5.. = Dec11,20225..

CN=js532.dcenter.delphix.com, C=US  More

info

Issued To CN=js532_dcenter.delphix.c
om, C=U5

Issued By CN=Engine
js532.dcenter.delphix.com
CA, C=US

Serial Number 509185694

Valid From Dec 11,2018 5:31:29 PM
UTC

Expires Dec 11,2022 5:31:29 PM
UTC

CN=Engine js532.dcenter.delphix.com More

CA, C=US info

Issued To CN=Engine
js532.dcenter.delphix.com
CA, C=US

Issued By CN=Engine
js532.dcenter.delphix.com
CA, C=US

| Sorial Mimber 1ARE81RRTA
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There are two methods of replacing a certificate. The key difference between the two is whether Delphix or the user
is providing the key pair (public and private key). For more information see Configuring Network Settings.

Related Topics

+ Certificate Management
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TrustStore Settings

The TrustStore tab in the Network Security panel displays all the CA certificates that the Delphix Engine trusts. Click

on the Actions (...) menu in the top right to reveal the options for editing the TrustStore contents:

Network Security Settings
KeyStore TrustStore Open CSRs oo
D. Name Issued By Add Certificate

Delete Certificate

CN=Engine... CN=Engine
Create CSR
More
info
Is Accepted Yes
Issued To CN=Engine
Issued By CN=Engine

Serial Number
Apr 15, 2021 9:48:05 PM

Valid From UTC
Expires Apr 15, 2025 9:48:05 PM
P uTe

Certificate Information@

Adding a Certificate

1. From the Actions menu select Add Certificate.

2. Inthe Add Certificate wizard paste the PEM contents of the CA certificate you want to add. The PEM contents

must have the appropriate header and footer included.

Add Certificate

®  Upload Certificate Upload Certificate
Upload a certificate by pasting the PEM file contents. Only the X.509 standard is supported.

Summa
v Paste PEM file contents

----BEGIN CERTIFICATE----
[PEM content appropriate to header]
----END CERTIFICATE---

Cancel

X
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3. Ifyou are adding a non-root CA certificate, its signer must already exist in the truststore. So, if you are
adding a chain with multiple certificates, you must add them individually starting from the root CA. If not,
you will get an error saying that we could not establish a chain of trust.

4. Click Next to view a Summary tab where you can confirm the certificate contents.

Add Certificate X
Upload Certificate Summary
NEW CERTIFICATE
® Summary Is Accepted
Issued To CN=
Issued By CN=
Serial Number 0
Valid From Jul 15
Expires Aug 14
SHA1 Fingerprint
MDS5 Fingerprint
Is Certificate Authority Yes
Cancel Back m

5. Click Submit.

Deleting a Certificate

Use this option to delete the selected CA certificate.

& Deleting any certificate that breaks an existing chain of trust is not allowed.

1. From the Actions menu select Delete Certificate .

2. The default Delphix CA cannot be deleted. Note that deleting any certificate that breaks an existing chain of
trustis also not allowed.

3. Inthe Confirmation dialog select Delete.

Delete Certificate X

Are you sure you want to delete certificate CN=Engine |s532.dcenter.delphix.com CA,
C=Us?

& Unlike the network security settings, any changes to the TrustStore will not require a stack restart.

Related Topics

+ Certificate Management
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Replication Security

Choose Encrypt and Compress when Replicating
Delphix provides encryption capabilities when replicating data from one Delphix Engine to another.

Upon selecting the Encrypted option under Traffic Options the Delphix Engine intelligently compresses before
encrypting data. This ordering leads to lower CPU utilization and higher throughput compared to using encryption
alone, with the same level of protection. See Configuring Replication for details. The flag can be set at any time.
Once set, it results in sending subsequent replication traffic streams as encrypted.

Train your Delphix Administrators to choose both options.
Related Topics

« Configuring Replication
+ Security
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Object Security

This section covers the following topics:

» User Management
+ Source Database Security
+ Source and Target Host Security
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User Management

Secure User Management is best achieved by integration with your centralized authentication service. Once the
integration is complete, create LDAP authenticated named users to facilitate separation of duties, least privileges,
and auditing. Disable the out-of-the-box generic ADMIN and SYSADMIN accounts.

Use LDAP for Authentication

As described under System Configuration above, enable LDAP authentication to leverage your enterprise
authentication service and enable SSL/TLS to secure LDAP connections.

Create Named Users

Do not create generic functional accounts such as “QA,” “DEV,” or “TEST.” Such accounts will not leave a proper
audit trail and violate the separation of duties principle. Instead, create LDAP authenticated named users.

Assign Least Privileges

Restrict the admin and sysadmin roles to 1-2 trusted named users each. These roles are highly privileged and must
be carefully managed. These roles typically map to a DBA and System Administrator respectively.

For subordinate users who need to refresh VDBs, assign “Data Operator” privilege on the VDB and “Reader”
privilege on the dSource.

For subordinate users who need to provision new VDBs from dSources, assign “Provisioner” privilege on the
dSource and “Provisioner” privilege on the Group to which they will assign the VDB.

Consider Delphix Self-Service Functionality

The Delphix Self-Service functionality is targeted towards developer and tester self-service, and it contains a more
sophisticated privilege model. With this functionality, Delphix Self-Service users do not have access to the
Administrator GUI.

Administrators can define multiple data sources as a complete template. They also allocate server resources as a
“data container.” The end-user has the ability to update data from the source, from peers using the same source,
and from prior images of the source that they have created.

Disable ADMIN and SYSADMIN

Once you have established named Delphix Administrators and Systems Administrators, disable the out-of-the-box
sysadmin and admin accounts. You can disable accounts through the CLI.

& When engines created before 5.3.1 are upgraded to 5.3.1 or later they will retain their old username
'delphix_admin'. To avoid complications Delphix recommends creating users with an admin role and then
Disabling delphix_admin.

Related Topics
« Object Security
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Source Database Security

Choose Minimum Privileges for Delphix DB User

The Delphix Engine requires a DB user (delphix_db) on your source databases. This account is necessary to detect
the state of the source and stay in sync. Do not give unnecessary privileges to this user. Leverage the script provided
by Delphix in the hostchecker bundle to create a user with the minimum required privileges. The DB user

(e.g., delphix_db, which is the example used on this page) account can have the same or different user name on
each of your source databases.

Protect the Delphix DB User Password

Because the delphix_db user has access to sensitive data dictionary information, take steps to protect access to
this account.

Use Database Encryption Functionality to Encrypt Sensitive Data at Rest

Database vendors provide tools to encrypt data at rest. This encrypts data on disk in order to provide protection at
rest. Use the database encryption on your source databases to encrypt sensitive or all data. Delphix integrates
seamlessly with database encryption to provide protection at rest.

Choose Encrypt and Compress when Linking

Delphix provides encryption capabilities when linking against your source databases. Encrypting while linking can
lead to higher CPU utilization and higher throughput. This overhead can be reduced by selecting both the Compress
and Encrypt options, in order to compress the data before it is encrypted. Train your Delphix Administrators to
choose both options.

Related Topics
« Object Security
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Source and Target Host Security

Oracle on UNIX

Delphix support for Oracle on UNIX requires an OS account (delphix_os) on source database servers and on target
servers that will host virtual databases or files. The Delphix Engine uses SSH to send commands to this user, which
performs operations on the host. Some of these commands require elevated privileges.

& Thereis no actual requirement that the account be named delphix_os on both sources and targets. You
can name the account anything you want; you can also use separate accounts on every source and target.
+ Restrict su - delphix_os to named Delphix Admins and System Administrators

Other users of the system do not need access to the delphix_os user. Your Delphix Admins and System
Administrators should retain su ability to facilitate troubleshooting.

+ Use SSH Key exchange to allow the Delphix Engine to communicate with targets

Implement public/private key exchange instead of username/password. This allows you to keep the
password of delphix_os completely secret.

« Put delphix_os on password rotation

Rotate the delphix_os password in accordance with your enterprise security policy for application
software accounts. You should either:

« implement SSH Key exchange prior to placing delphix_os on password rotation, or
« script CLI commands to update the password inside the engine as part of the rotation process.

Delphix Professional Services can assist you in integrating Delphix with your enterprise password
rotation system.

+ Restrict elevated privilege commands to the lowest level needed

The Delphix Engine uses elevated privileges to provide core features as well as optional features. The
Delphix docs describe in detail which privileges are absolutely necessary, as well as techniques for
further restricting the commands that can be used.

The Delphix Engine ships with support for “sudo” as the privilege elevation system, but also allows for
integration with third-party and custom centralized privilege management systems.

Windows
Delphix support for SQL Server requires two OS accounts for Windows:

« delphix_src - used on the source database server
« delphix_trgt - used on the servers which host Virtual Databases Both are required for the Validated Sync
target

& Thereis no actual requirement that the account is named delphix_src/delphix_trgt. You can name the
account anything you want; you can also use separate accounts on every source and target. Finally, you
can create a single account for use everywhere, but this is not recommended since it violates the
separation of duties.
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Restrict privileged commands to the lowest level needed

The Delphix user or domain account should have exactly the privileges required in the Delphix documentation. Do
not grant additional privileges.

Put delphix_src and delphix_trgt on password rotation

Change the user or domain account password at regular intervals or in accordance with security policies for
application software accounts. Use CLI scripts to quickly modify the password across the Delphix ecosystem.
Delphix Professional Services can assist you in scripting and integrating Delphix with your enterprise password
rotation system.

Use minimum privileges on your SMB share

Consult http://technet.microsoft.com/en-us/library/cc754178.aspx to understand how shared folder privileges
work. Use the minimum privileges.

Use Windows Authentication for SQL Server

SQL Server allows authentication via Windows or Mixed mode. Mixed mode allows authentication via Windows or
SQL Server.

Windows authentication is more secure; it uses Kerberos security protocol, provides password policy enforcement
with regard to complexity validation for strong passwords, provides support for account lockout, and supports
password expiration. http://msdn.microsoft.com/en-us/library/ms144284.aspx.

Related Topics
+ Object Security

Security- 443


http://technet.microsoft.com/en-us/library/cc754178.aspx
http://msdn.microsoft.com/en-us/library/ms144284.aspx

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

System Configuration

There are a number of configuration options available in the System Administration area that help you to secure the
Delphix Engine. You can configure these during installation through the setup wizard, or later by accessing the
Delphix Setup screens.

Maintain System Time with NTP

Establish at least one, but preferably three, corporate NTP servers and sync your Delphix Engine to them. This
ensures that audit and error messages display the correct time.

When configuring Delphix Engine on VMware, be sure to configure the NTP client on the ESX host to use the same
servers that you enter here. On a vSphere client, the NTP client is set in the Security Profile section of the
configuration process.

Enable Phone Home

Phone Home service will send critical information about the Delphix Engine to Delphix Support using HTTPS, on a
periodic basis. The use of a Web Proxy Server is fully supported. Phone Home data allows Delphix Support to
proactively detect Delphix Engines affected by critical vulnerabilities.

Register Your Delphix Engine

Registration is fast and easy, and you can do it with or without Internet connectivity from the Delphix Engine. Failing
to register the Delphix Engine will impact its supportability and security in future versions.

Enable LDAP for Authentication

The LDAP protocol is used by enterprise authentication services. Enabling LDAP authentication allows your Delphix
Engine to leverage the password control features of these products, such as expiration, lockout, and complexity.

Import your LDAP server certificate into your Delphix Engine, and enable SSL/TLS.

Enable SMTP and/or SNMP Monitoring

When the Delphix Engine encounters errors, it issues alerts. Configure SMTP and/or SNMP to forward alerts to your
central monitoring system.

Related Topics

« Security
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GUI Security

Securing the Delphix GUI is similar to securing other web consoles.

Reduce Inactive Session Timeout to 15 minutes

You can do this with a CLI command on a per-user basis by modifying the sessionTimeout Property of the User
object.

For example:

myhost.delphix.com> cd user

myhost.delphix.com user> select delphix_admin

myhost.delphix.com user 'delphix_admin'> update

myhost.delphix.com user 'delphix_admin' update *> set sessionTimeout=15
myhost.delphix.com user 'delphix_admin' update *> commit

The default is 30 minutes.

Use a URL from your Domain and Create a Signed Certificate

Do not use IP Addresses to access your engine. Create a hostname and DNS entry, such as
“delphixl.mycompany.com”.

Delphix Support can assist you in converting the engine from a self-signed certificate to a signed certificate that
maps to your domain name. Please file a Support ticket.

Disable HTTP Access

To protect your credentials in flight and connection with the engine, disable HTTP or configure HTTP to redirect
connections to HTTPS. For instructions on configuring HTTP and HTTPS, see Changing HTTP and HTTPS Web
Connections.

Related Topics

« Security
« Changing HTTP and HTTPS Web Connections
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Masking Sensitive Data

Encryption does not protect data that is accessed through applications and database clients, the most likely attack
vector. Masking sensitive data before it gets to non-production systems is a critical tool in the security arsenal.

Delphix provides an add-on masking product for simple cost-effective integration. It is also possible to integrate
Delphix with any masking technology.

There are many topologies to consider, and the complete explanation of their pros and cons is outside the scope of
this document. Delphix Professional Services can assist you in analyzing various masking solutions.

Related Topics

« Security
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Audit Logs

Review Audit Logs Monthly

Conduct a monthly review of audit logs on your Delphix Engine. Pay particular attention to provisioning operations
of unmasked databases, which creates new copies of your production data. See Accessing Audit Logs for
instructions.

Forward Audit Logs to Central Server via Syslog

Forward audit logs to a central audit server using Syslog techniques. Delphix Professional Services can assist you
with scripts that facilitate this. See also Setting Syslog Preferences for configuration instructions.

Related Topics

+ Accessing Audit Logs
« Security
« Setting Syslog Preferences
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Support Security

At least every six months, regenerate the registration code and re-register the engine. See Regenerating the Delphix
Engine Registration Code for instructions and the reasons why this is important for security.

Related Topics

+ Registration Management
« Security
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Delphix Operating System (DxOS)
Delphix Support accesses the DxOS for deep diagnostics and troubleshooting. Access to the Delphix Engine requires

access to your network. Typically this is granted via shared troubleshooting sessions over Webex, with full
transparency.

If desired, you can enable additional control so that access can only take place when you provide a token.

If you disable Support Access, do not have the token, and you are unable to login as a system administrator, it can
become impossible for Delphix Support to login to repair your system. Example: the management stack crashes,
the login system becomes unavailable, and you have disabled Support Access and do not have the token. For this
reason, Delphix strongly recommends leaving Support Access enabled at all times. If you wish to disable access,
generate a unique token once a month and place it in a secure location separate from the Delphix Engine.

Disable Support Access (Optional)
Support Access Control is managed as a system administrator in the Server Setup area.

« When set to DISABLED, it is impossible for Delphix Support to login to the DxOS.

« When set to ENABLED (the default), Delphix Support can login to the DxOS.

+ When set to ENABLED and calendar time is set and a token generated, Delphix Support can only login with
the token during that timeframe, which you provide. Generate the token once/month for an entire month
and store it in a secure location separate from your Delphix Engine. When requested, provide the token
through a secure means: in your support ticket, via email or SMS to a trusted entity, etc.

Related Topics

« Security

Security- 449



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Password Policies

Getting Started

The password policy feature allows users to create their own custom password policies and enforce the password
policy on non-LDAP Delphix Engine users.

Understanding Password Policies

A password policy is a named password policy that can be assigned to a user. It is a set of requirements that
passwords must satisfy.

+ minLength - A password must be longer than this length.

« reuseDisallowLimit - The user should not reuse old passwords. This tells the number of last used
passwords disallowed to be reused as the new passwords.

« uppercaseLetter - A password must have at least one capital letter.

+ lowercaselLetter - A password must have at least one lower case letter.

« digit- A password must have at least one digit.

« symbol - A password must have at least one symbol.

« disallowUsernameAsPassword - A password should not be the same as the user name.

Password policy requirements
When you set a password, it must differ from the most recent password and contain:

« atleast5 characters

« atleast one uppercase letter

« atleast one lowercase letter

« atleast one numeric digit

« atleastone symbolsuchas#,S$,!

« do not use username or reverse username

This policy applies to non-LDAP Delphix Engine users. This includes the default users, delphix_admin and
sysadmin. The password policy does not apply to LDAP users.

Default password policy

By default, the Delphix Engine enforces the password policy named NONE, which enforces the least possible
constraint.

Passwords must contain at least one character.

Changing the password policy

To change the current password policy from the default policy NONE, create a custom password policy and select it
instead of NONE.

Who can change password policy for whom

« Domain administrators can change the current password policy for all domain users.
+ System users can change the current password policy for all system users.
« Domain regular users (non-administrators) users can only view the password policy.
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What operations can be done by administrators

« Create custom password policies

« Update custom password policies

+ Delete custom password policies

+ Change the current password policy to any of the available password policies
« View available password policies

« View current password policy requirements

Password policy parameters
When you create a password policy, you can set the following parameters:

+ Unique name for the password policy

« Minimum length of the password

« Whether password must differ from the last password

« Whether password must not contain the username or reverse user name
« Whether password must contain at least one uppercase letter

« Whether password must contain at least one lowercase letter

« Whether password must contain at least one numeric digit

« Whether password must contain at least one symbol such as #, $, !

Restrictions

« Restrictions for default password policy’s modification (named NONE):
« not allowed to delete the default password policy from available list of password policies.
 not allowed to update any parameters of the default password policy.

« Cannot delete the password policy which is set as current password policy.

Related Links

o CLI Cookbook: Password Policies
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Additional Topics

The Delphix Engine provides robust, enterprise-quality security controls. Performing the steps listed in this
document will allow you to easily bring your Delphix Engines into compliance with your organization’s security
policies.

Perform a Yearly Audit

At least once annually, audit one or more Delphix Engines to ensure compliance with your security policies.

Port Scan

Delphix fully supports network security scans, using a tool of your choosing.

Security Testing

Many companies require security testing of applications in their environment using a Port Scanner or other Security
Penetration Test tools. Delphix supports the use of these security tools with the application credentials available for
the engine (e.g., delphix_admin). The Delphix Engine is a closed appliance, and OS credentials on the appliance are
not provided for these tests.

Security Banner

You can configure a custom security banner that will be displayed to all the users prior to login.

1. Login to the CLI using the sysadmin username and password.

ssh sysadmin@yourdelphixengine

2. Set the configuration and commit the changes.

delphix > service security

delphix service security > update

delphix service security update * > set banner="Your Message Here"
delphix service security update * > commit

& Thestring setin the banner is in plain text only. You can also generate banners with multiple lines,
however, this can only be done using the "securityConfig" API. Refer to the Delphix KB article for
additional information.

Virtual Database Security

The Delphix Engine provides advanced storage capabilities and automation to allow rapid provisioning of virtual
databases (VDBs), which use only a fraction of the physical storage used by full database copies. Nonetheless, a VDB
is equivalent to a physical database and must be properly secured like any other database.
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By far the most dangerous attack vectors in the Delphix ecosystem are the same ones that existed pre-Delphix:
unauthorized access to your non-production systems containing sensitive production data. You must perform all
the same actions to harden virtual databases as you would to harden physical clones.

For information on securing your virtual databases, consult vendor-specific material and security guides.

Related Topics

« Security
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Datasets
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Getting Started

In order to start using Delphix, you’ll need to connect one or more data sources and appropriate hosts for an
engine. These are key concepts you’ll need to understand as an administrator using Delphix with any data source.
An outline of the contents in this section:

This section covers the following topics:

« Managing Environments and Hosts

« Managing Data Sources and Syncing Data

+ Provisioning and Managing Virtual Databases

» Hook Scripts for Automation and Customization
+ Managing Policies

+ Accessing the Delphix Engine
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Managing Environments and Hosts

In Delphix, an environment is either a single instance host or cluster of hosts that run database software. For
example, a Linux system running Postgres. This may either be an individual instance, or a cluster like Oracle RAC.
Environments can either be a source (where data comes from), staging (where data are prepared/masked) or target
(where data are delivered and used by developers and testers).

Each environment has its own properties and information depending on the type of environment it is. In this
section, you can learn about how to add environments to Delphix as well as what attributes and configurations that
environments have.

Environment Attributes and Configurations

This topic describes the attributes of an environment such as name, host address, ssh port, or toolkit path. For
more advanced attributes for specific data platforms, please navigate to that data platform’s documentation
section.

Perform the following procedure to edit the attributes of an environment.

1. Login to the Delphix Management application.

Click Manage.

Select Environments.

In the Environments panel, click the name of an environment to view its attributes.
Next to Attributes, click the Pencil icon to edit an attribute.

Click the Check icon to save your edits.

or W

Environment Attributes

Attribute Description

Environment User(s) The user(s) for the environment. These are the users who have
permission to ssh into an environment (Unix-based
environments) or access the environment through the Delphix
Connector (Windows-based environments).

Host Address The fully qualified domain name or IP address for the
environment.

NFS Addresses (Unix-based hosts only) A list of IP addresses to be used for NFS mount for this
environment.

If left empty, Delphix will automatically use the Host Address
parameter above for NFS requests

Delphix Session Protocol (DSP) If an environment already exists after enabling server/client DSP

Configurations authentication, you will need to modify its attributes for host
communication to continue working, you will need to set up the
appropriate stores on the remote host.
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SSH Port Environment port used for SSH, usually port 22. This parameter

is only used for Unix-based environments.

Toolkit Path Location of the toolkit. For Windows hosts, this will be specified

once installing the Delphix Windows Connector.

Java Path Location of the Java Development Kit (JDK) used for the host.

Only specified if the feature to provide your own JDK is enabled,
otherwise, the defaults are used per our Java Support Matrix.
(link)

Delphix uses Eclipse Adoptium (formerly known as
AdoptOpenJDK)by default. You can provide your own Java when
adding an environment and in the environment configuration

page,

Notes Any other information you want to add about the environment

Environment Users

Not to be confused with Delphix administrator users and sysadmin users, environment users must be created for
each environment to perform actions on each host. These users are configured for each data platform to interface
with the database instance on the host.

ok wh R

Login to the Delphix Management application using Delphix Admin credentials.
Click Manage.
Select Environments.
Click on the existing environment name you want to modify and open the environment information screen.
In the Details tab, click the Plus icon located next to Environment users.
There are two ways that can be used for the Delphix Engine to login into the environment.
a. Enterthe Username and Password for the OS user in that environment and click Validate.
b. If you want to use a public key for logging into your environment:
i. Select ‘Username and Public Key’ for the Login Type.
ii. Copy the public key that is displayed, and append it to the end of ~/.ssh/authorized_keys file
of the new user being added. If this directory or file does not exist, you will need to create it.
iii. Runchmod 600 authorized_keys to enable only the file owner with read and write privileges.
iv. Run chmod 755 ~ to make your home directory writable only by your user and no other user
may write to it.
v. The public key needs to be added only once per user and per environment.
Click the Add icon to save the new user.
To change the primary user for this environment, select the environment. Then click the ‘star’ icon next to
Environment Users. Only the primary user will be used for environment discovery.
To delete a user, click the Trash icon next to their username.

Environment Operations

Environments managed by Delphix have two operations, refresh and delete.

1.

2.

Environment Refresh: will update the metadata associated with that environment and sends a new toolkit
to the host.
Environment Delete: will remove all metadata associated with an environment on the engine.
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Environment Refresh

After you make changes to an environment that you have already set up in the Delphix Management application,
such as installing a new database home, creating a new database, or adding a new listener, you may need to refresh
the environment to reflect these changes.

During environment discovery and environment refreshes, Delphix pushes a new copy of the toolkit to each host
environment and will replace the old toolkit with the newer one. Included in the toolkit are:

« A Java Runtime Environment (JRE)

+ Delphix jar files

+ The HostChecker utility

+ Scripts for managing the environment and/or VDBs
+ Delphix Connector log files

When you refresh the environment it will push the toolkit back to the directory identified as the "Toolkit Path" for
the given environment. Once this completes, you should be able to bring the dSource back online.

Delphix then executes some of these scripts to discover information about the objects in your environment (where
the databases are installed, the database names, information required to connect to these databases, etc.). In some
environments (Windows in particular), the scripts are customized to fit your environment.

& Note

An environment refresh or discovery operation does not alter the source configuration of manually added
databases. If you have added the databases manually, then Delphix does not update its source
configuration upon discovering a change.

Login to the Delphix Management application.

Click Manage.

Select Environments.

In the Environments panel, click the name of the environment you want to refresh.
Select the Refresh icon.

In the Refresh confirmation dialog select Refresh.

ok wN =

Environment Delete

Deleting an environment in Delphix will remove all data and configurations related to that environment. This action
only affects the environment metadata stored in the Delphix Engine. It will not affect your database installations or
homes on the hosts or clusters that the environment is referencing.

Before you can delete an environment, you must first delete all dependencies such as dSources and virtual
databases (VDBs)

1. Inthe Environments panel, select the environment you want to delete.
2. Click the Actions (...) menu, and select Delete.
3. Inthe Delete Environment confirmation dialog click Delete.

Using HostChecker to Validate Environments

HostChecker is a standalone program which validates that host machines are configured correctly before the
Delphix Engine uses them as data sources and provision targets.

Please note that HostChecker does not communicate changes made to hosts back to the Delphix Engine. If you
reconfigure a host, you must refresh the host in the Delphix Engine in order for it to detect your changes.
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You can run the tests contained in the HostChecker individually, or all at once. You must run these tests on both the
source and target hosts to verify their configurations. As the tests run, you will either see validation messages that
the test has completed successfully, or error messages directing you to make changes to the host configuration.

HostChecker is distributed as a set of Java files and executables. You can find these files and executables in five
distinct tarballs, each containing a different jdk corresponding to a particular platform (OS + processor). Together,
these tarballs comprise the set of engines supported by Delphix.

When validating hosts during a new deployment, it is important to download the appropriate tarball for the host
you are validating. Tarballs follow the naming convention "hostchecker_<0S>_<processor>.tar." For example, if
you are validating a linux x86 host, you should download the tarball named hostchecker_linux_x86.tar.

HostChecker is also included in the Delphix Toolkit which is pushed to every environment managed by the Delphix
Engine. It can be found in /<toolkit-path>/<Delphix_COMMON>/client/hostchecker.

Privilege Elevation Profiles

Privilege Elevation Profiles exist to provide the Delphix Engine with a mechanism for running privileged commands
in a secure way to achieve the following:

« Mount and Unmount NFS filesystems

« Create and Remove directories in paths not owned by the Delphix OS user
« Examine the running process list

« Run commands as root

This is an advanced CLI topic and intended for advanced end-users and Delphix Professional Services consultants.

Support for Privilege Elevation Profiles

Writing and troubleshooting scripts, such as those required for Privilege Elevation Profiles, is out of scope and not
covered by Delphix Support.

How do Privilege Elevation Profiles Work?

Privilege Elevation Profiles need to be tailor-made to work with non-standard environments that may use third-
party or proprietary a privilege elevation mechanism other than sudo. Customers are strongly encouraged to work
with Delphix Professional Services to formulate reliable profile scripts.

Privilege Elevation Profiles exist within a two-tier cascading hierarchy. This means there is one default profile for
the entire Delphix Engine that should contain scripts for all the operations that require privilege elevation.
Additional profiles may contain a subset of the scripts. When a non-default profile is used, the Delphix Engine uses
that profile's scripts where they exist and reverts to the scripts in the default profile if no script for the operation
exists. By default, the Delphix Engine ships with simple scripts that pass commands to the standard UNIX sudo
command.

All Environments added to the Delphix Engine get added with the default Privilege Elevation Profile. The profile can
be assigned on a per-host basis. Below shows how a host using a non-standard profile will use scripts in the
cascading model.

In order to create a privilege elevation profile, you must create both a profile and a profileScript. Scripts exist for
particular operations, which include:

« dlpx_mount
« dlpx_umount
« dlpx_rmdir

« dlpx_mkdir
« dlpx_ps

« dlpx_pfexec
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There are three parameters when creating a new profile:

1. name:
2. contents:
3. profile:

The Delphix Toolkit

The Delphix Toolkit is a group of files that allow communication between Delphix engines and remote hosts.
Included in the Delphix Toolkit are:

« Database and Host Scripts

« Delphix Session Protocol (DSP) binaries
« Delphix HostChecker

« Java Development Kit (JDK)

The Delphix Toolkit is automatically sent to Environments at the specified Toolkit Path whenever adding or
refreshing an environment.

Toolkit Size and Predicted Growth

Delphix Toolkit’s size depends on two factors:

1. The number of Delphix client applications running on the environment
2. The number of VDBs on the environment (if any)

There are currently three Delphix client-side applications: SnapSyncClient, the Delphix Connector, and V2P. Each of
the clients that run from the client-side toolkit generates their own logs - info, trace, debug, error. Each level of
logging is restricted to a maximum of 10 log files and these log files are capped at 10 MB each.

Therefore the maximum space occupied by the toolkit directory on the Source server is its initial size of 400 MB +
1200 MB=1.6 GB.

However, on the target server, the maximum toolkit size is initial size 400 MB + 800 MB + (Number of VDBs * 1MB)

Related Topics

« Managing Oracle Environments and Hosts

« Managing SQL Server Environments and Hosts
« Managing SAP ASE Environments and Hosts

« Managing Db2 Environments and Hosts

« Managing PostgreSQL Environments and Hosts
« Managing HANA Environments and Hosts
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Managing Data Sources and Syncing Data

A dSource is a virtualized representation of a physical or logical source database, which cannot be accessed using
database tools. In order to use dSource snapshots, you must create a virtual database (VDB), an independent,
writable copy of a dSource snapshot.

Once an environment has been added, Delphix will automatically discover any data sources on the host. These
appear as dSources on the Databases page of each environment. This section will describe how to manage these
dSources and sync data from your sources. The following operations and concepts exist for dSources:

« Link/Sync

« Timeflows

« Snapshots

« SnapSync and LogSync
« Enable/Disable

« Detach/Reattach

+ Delete

« Upgrade

Linking dSources

Once you have discovered your data source environments, you will be able to see a list of data sources on that host.
The first step to sync data is to link a dSource from the host.

Linking a dSource will ingest data from the source and create a dSource object on the engine. The dSource is an
object that the Delphix Virtualization Engine uses to create and update virtual copies of your database. As a
virtualized representation of your source data, it cannot be managed, manipulated, or examined by database tools.

Once a dSource has been linked, you can begin to perform dSource operations on it such as enable, detach, delete,
and more.

The dSource Timeflow

Both dSources and VDBs have Timeflows, which are a collection of snapshots for a particular data set. Virtual
databases can be provisioned from any snapshots in a Timeflow. In the product Ul, a Timeflow is represented
vertically with a series of individual snapshots as rows.

The dSource Snapshot

Snapshots of dSources preserve specific points in time for use later during the virtual database provisioning
workflow. Taking a snapshot will create a new snapshot entry in the dSource’s Timeflow.

SnapSync and LogSync

This dSource Timeflow described above is maintained through the use of SnapSync and LogSync.

SnapSync
SnapSync will pull over the complete data set during the initial load using standard database protocols.

Subsequent SnapSync operations will pull only the incremental changes and store the with optimal storage
efficiency. At the end of each SnapSync operation, a snapshot is created that serves as the base point for
provisioning operations.
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When provisioning a VDB, the closer the origin point is to a snapshot created via SnapSync, the sooner the
provisioning operation will complete.

LogSync

In addition to SnapSync, LogSync will periodically connect to the host(s) running the source database via standard
protocols and pull over any log files associated with the database. These log files are stored separately from the
SnapSync data and are used to provision from points in between SnapSync snapshots.

When provisioning from a point between snapshots, the additional time it takes to provision is directly proportional
to the time difference between the provision point and the last snapshot. The rate of change on the source
database dictates the amount of data that must be replayed to bring a virtual database to the correct point in time.

Enabling and Disabling dSources

Some operations, such as dSource upgrade, are not available unless the dSource is disabled. Disabling a dSource
turns off communication between the Delphix Engine and the source database, but it does not remove the
configuration that enables communication and updates data. When a disabled dSource is later enabled, it will
resume communication and incremental data updates from the source database according to the original policies
and data management configurations that you set.

Disabling a dSource is also a prerequisite for several other operations, such as:

« database migration
« upgrading the dSource metadata after the upgrade of the associated data source
« restoring the source database from a backup

Disabling a dSource will stop further operations on the Delphix Engine related to the dSource.

1. Select the dSource you want to disable.
2. Inthe upper right-hand corner, from the Actions menu (...) select Disable.
3. Inthe Disable dialog select Disable.

When you are ready to enable the dSource again, from the Actions menu (...) select Enable, and the dSource will
continue to function as it did previously.

Detaching and Reattaching dSources

Each dSource contains metadata that associates it with the source database, as well as the data it has ingested
from the source database in the form of snapshots up to that point.

You may want to detach a dSource from a data source and reattach it to another source. It is possible to detach, or
unlink, a dSource from its source database. This breaks the association with the source database without affecting
the data within the Delphix Engine.

Detached dSources and their source databases have these properties:

« Adetached dSources can still be used to provision a virtual database (VDB).

+ You can re-link the source database as a different dSource.

« Any child VDBs that were provisioned from this dSource will only be able to be refreshed from the most
recent snapshot available on the dSource.

« If you need a VDB from a newer snapshot, you will need to provision a new VDB. Once you have provisioned
the new VDB you can delete the old VDBs provisioned from this dSource. You can delete the old dSource
when itis no longer needed.

Detaching a dSource

1. Select the dSource you want to detach.
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2. From the Actions menu (...) select Unlink dSource.
A warning message will appear.
3. Click Unlink to confirm. The status of the dSource will show as Detached.

Deleting dSources

Deleting a dSource will delete the dSource metadata for a particular source database, along with all associated
snapshots, logs, and policies stored in Delphix. If a dSource is deleted, it will not affect your source database.

Prerequisites

You cannot delete a dSource that has dependent virtual databases (VDBs). Before deleting a dSource, ensure that
you have deleted all dependent VDBs as described in Deleting a VDB on Provisioning and Managing Virtual
Databases. Otherwise, the delete option will be grayed out.

& Note

For dSources, you cannot delete a dSource that has dependent virtual databases (VDBs) or virtual
Pluggable databases (vPDBs). Before deleting a dSource, ensure that you have deleted all dependent VDBs
or vPDBs. Otherwise, the delete option will be grayed out. When you delete all the dSources of PDBs, the
associated CDBs are automatically deleted.

Procedure

1. Login to the Delphix Management application.
2. Select the dSource you want to delete.

3. From the Actions menu (...), select Delete.

4. Click Delete to confirm.

Upgrading dSources

Occasionally, you may upgrade the source database that a dSource is associated with. In this case, you will need to
update the dSource’s metadata to associate a dSource with a more recent database version, thus performing an
‘upgrade’ of the dSource’s known version.

While this feature does not upgrade the actual database, it is important that Delphix associates this dSource with
the correct version of the source database to function properly.

This process of upgrading a dSource will modify the database installation path to use the path of the newer
database installation.

The process for the upgrade of dSources will vary depending on the database. Refer to the following pages for
database-specific procedures:

+ Upgrading dSources after an Oracle Upgrade
» Upgrading a dSource after a SQL Server Upgrade
« Upgrading a SAP ASE dSource

Prerequisites

+ The data source instance has been upgraded to a more recent installation version.
+ The dSource must be disabled.

Related Topics

+ Getting Started
« Linking Data Sources and Syncing Data with Oracle
« Linking Data Sources and Syncing Data with SQL Server
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Linking Data Sources and Syncing Data with SAP ASE
Linking Data Sources and Syncing Data with Db2
Linking Data Sources and Syncing Data with PostgreSQL
Linking Data Sources and Syncing Data with HANA
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Provisioning and Managing Virtual Databases

After you have added a data source from an environment and created snapshots of a dSource, you can begin to
provision virtual databases (VDBs), one of the key parts of using Delphix.

As discussed before, a dSource is a virtualized representation of a physical or logical source database, which cannot
be accessed or manipulated using database tools. In order to use dSource snapshots, you must create a VDB, an
independent, writable copy of a dSource snapshot.

You can create VDBs from other VDBs. Once a VDB has been provisioned to a target environment, you can also
create a snapshot policy for that VDB, to capture changes within it as if it were any other logical or physical
database.

The following operations and concepts exist for VDBs:

« Provision

« Start/Stop

+ Refresh

+ Rewind (Rollback)

« Enable/Disable

+ Delete

« Migrate

« Upgrade

« Virtual to Physical (V2P)

« VDB Configuration Templates

Provisioning Virtual Databases

Virtual databases are a key data management concept for Delphix. In order to create or provision a virtual database,
you will need a linked dSource from a source host and a compatible target environment, as described in the
overview for Managing Environments and Hosts. Since provisioning VDBs varies significantly across data platforms,
details on this process can be found within the documentation for a specific data platform.

At their core, virtual databases are fully functional copies of data sources that can be created and managed at a
fraction of the storage and time that are typically required. To end-users, VDBs act and perform just like a standard
database.

The VDB Timeflow

Both dSources and VDBs have timeflows, which are a collection of snapshots for a particular data set. Virtual
databases can be provisioned from any snapshots in a Timeflow. The Virtual database's filesystem will be
dependent upon the snapshot used to Provision, and as such, that snapshot can not be removed until the
dependency is removed. In the product Ul, a Timeflow is represented vertically with a series of individual snapshots
as rows.

The VDB Snapshot

Snapshots of dSources preserve specific points in time for use later during the virtual database provisioning
workflow. Taking a snapshot will create a new snapshot entry in the VDBs Timeflow.

Refreshing Virtual Databases

Refreshing a VDB will re-provision it from the dSource. As with the normal provisioning process, you can choose to
refresh the VDB from a snapshot or a specific point in time. However, you should be aware that refreshing a VDB will
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delete any changes that have been made to it over time. When you refresh a VDB, it will revert to its past state in the
specified snapshot or point in time.

When performing a VDB refresh, there is an option to choose between either the faster or more accurate pointin
time for that database.

(@ Although the VDB no longer contains the previous contents, the previous Snapshots and TimeFlow still
remain in Delphix and are accessible through the Command Line Interface (CLI).

Prerequisites
To refresh a VDB, you must have the following permissions:

+ PROVISIONER permissions on the dSource associated with the VDB

« PROVISIONER permissions on the group that contains the VDB

« Owner permissions on the VDB itself

« Datais arole that allows DB_ROLLBACK, DB_REFRESH, READ_ACTION, DB_SYNC, JOB_CANCEL.
« Read is arole that allows the user to inspect objects via the READ_ACTION permission.

A user with admin credentials can perform a VDB Refresh on any VDB in the system.

Procedure
Perform the following steps to refresh a VDB.

1. Login to the Delphix Management application.

2. Navigate to Manage > Datasets.

3. Select the VDB that you want to refresh.

4. Click the Refresh VDB button. The Refresh VDB screen appears.

E tdevper » & - m e

Timeflow Status Configuration

W | View: All snapshots Dataset Details
~ SEP 29, 2021 1 Snapshot STORAGE USED
Snapshots 3
6:30 AM Dataset S_lorage 37.87MB
@ Total Engine Storage 21.80GB
> SEP 28, 2021 2 Snapshots LOCATION & LINEAGE

Environment
mg-centos-75-oracle-18000-tgt.dipxde.co

Parent
CDOMSHSRDS7APDB2

5. Select one of the refresh options and click Next.
a. Faster - This option will utilize the most recent snapshot in the timeflow.
b. More Accurate - This option allows you to select a snapshot, a point in time, or a specific log ID.
6. Click Submit to confirm.
Click the Actions button to watch the progress of the refresh job.
8. If you want to know when the VDB was last refreshed/provisioned, check the Time Point on the Status page.

~

Rewinding Virtual Databases

Rewinding a VDB rolls it back to a previous point in its Timeflow and re-provisions the VDB. The VDB will no longer
contain changes after the rewind point.

Although the VDB no longer contains changes after the rewind point, the rolled-over Snapshots and Timeflow still
remain in Delphix and are accessible through the Command Line Interface (CLI).
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Prerequisites
To rewind a VDB, you must have the following permissions:

« Auditor permissions on the dSource associated with the VDB
« Owner permissions on the VDB itself

You do NOT need owner permissions for the group that contains the VDB. A user with admin credentials can
perform a VDB Rewind on any VDB in the system.

Procedure

1. Select the VDB you want to rewind.

Select the Timeflow tab.

Select the rewind point as a snapshot or a pointin time.

Click Rewind.

If you want to use login credentials on the target environment other than those associated with the
environment user, click Provide Privileged Credentials.

6. Click Rewind to confirm.

aorwn

Undoing a Rewind or Refresh

An accidental refresh of one or more virtual databases (VDBs) from a source database has removed important data.
To correct this situation users can undo VDB refresh or rewind actions.

Procedure

To undo a refresh or rewind via the Delphix Management application:

1. Login to the Delphix Management application.
2. Under Datasets, select the VDB you want to undo your rewind/refresh for.
3. From the Actions menu (...) select Undo Refresh or Rewind.

DELPHIX MANAGEMENT

Datasets -+ @ Cyborg 1.0 / (o] . C » B | e
T Timaflow Status Configuration Undao Refresh or Rewind
Disable
Expand All Collapse All
W View: All snapshets Dataset Deti  Upgrade
w SuperHers Dev
1 STORAGE USEL
&) Shield 2.0 Snapshots
- F51 FM IDataset Storage 308.34MB
Total Engine Storage 21.80G6
| Awengers DB 1.1
1 LOCATION & LINEAGE
g Cyborg 1.0 Environment
v bbdhcp-tgt-LP29-79440_dcenter. delphix.com
Parent
Shield 2.0
» Children

4. Confirm that you want to undo the last refresh or rewind for the selected VDB, by selecting Undo.
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Undo Refresh or Rewind X

Are you sure you want to undo the last refresh or rewind on this dataset "Cyborg 1.0"?

From the Action sidebar menu, you will be able to view the undo action.

Actions

Undo the most recent refresh or rollback op...

I 145 |
Maunting datasets.

Stop dataset "dbdhcp2—dbdh_MMNW-155837 ... o

Starting and Stopping Virtual Databases

Stopping your virtual databases is necessary if you are performing any actions on the database that require it to be

offlin

e. In addition to properly stopping the database, the Delphix stop and start actions also unmount and mount

the filesystems that are provided by the Delphix Engine as well as performing any Delphix-specific actions during
startup or shutdown.

1.
2.

N

Select the VDB you want to manage.

To stop an active VDB, click the stop icon in the top right-hand corner.

To start an inactive VDB, click the start icon in the top right-hand corner.

If stopping or starting the VDB requires particular credentials for the target environment other than those of
the default environment user:

Check Provide Privileged Credentials.
Enter the username and password.
Click Validate Credentials.

« Click Yes to stop or start the VDB.
+ You can view the status of the stopping or starting of the VDB in several ways:

View the Active Jobs on the right of the screen or monitor the progress bar from the VDB Status tab.

Actions

B shiedoB20 » B - C p B e

Timeflow Status Configuration Shuting down Oracle datat
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Enabling and Disabling Virtual Databases

Disabling a VDB is a prerequisite for procedures such as VDB migration or upgrade. Disabling a VDB removes all
traces of it, including any configuration files, from the target environment to which it was provisioned. However, the
VDB itself, as well as the metadata, will still exist on the engine.

When you later enable the VDB again, these configuration files are restored on the target environment.

Procedure

1. Select the VDB you want to disable.
2. From the Actions menu select Disable.
3. Click Disable to acknowledge the warning.

When you are ready to enable the VDB again, from the Actions menu select Enable, and the VDB will continue to
function as it did previously.

Deleting Virtual Databases

Deleting a VDB will remove it and it's Timeflow and snapshots from the Delphix Engine entirely. This operation is
non-reversible.

Prerequisites

You cannot delete a VDB that has dependent VDBs. Before deleting a VDBs, make sure that you have deleted all
dependent VDBs. Otherwise, the delete option will be grayed out.

Procedure

1. Select the VDB you want to delete.
2. From the Actions menu select Delete.
3. Click Delete to confirm.

Using Force Delete

Deleting unused or outdated objects should be a regular part of Delphix Engine administration. This is especially
important to prevent low space errors, which can cause the Delphix Engine to stop. The Delphix Engine holds a
maximum of 400 objects.

1. Loginto the Delphix Management application.
2. Select Resources > Storage Capacity.
3. Next to the object you want to delete select the Trashcan.
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4. Inthe Delete dialog select Force Delete. Oracle users will have the option to provide additional credentials.

Delete Dataset Child VDB 4

Are you sure you want to delete dataset "Child VDB™7

[ Force Delete
] Provide privileged credentials

5. Click Delete.

© Dependencies

If there are dependencies on the snapshot, you will not be able to delete the snapshot free space; the
dependencies rely on the data associated with the snapshot. These items are displayed with a lock icon

next to the name.
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Delete Dataset dbdhcpl %

Unable to delete dataset dbdhcp1

Dataset dbdhcp1 is locked due to the following dependencies:
VDB "G3" has been provisioned from it

VDB "G17 has been provisioned from it

Dataset C3 is locked due to the following dependencies:
VDB "C4" has bean provisioned from it

VDB "G6" has bean provisioned from it

Sell Service template “JSDataTemplate(G3)" has a reference to it

Dataset C4 is locked due to the following dependencies:
VDB "C&" has been provisioned from it

Self Service container "JSContainenC4)" has a reference to it

Dataset C1 is locked due to the following dependencies:
VDB "C2" has bean provisioned from it

Copy to Clipboard m

Migrating Virtual Databases

There may be situations in which you want to migrate a virtual database to a new target environment, for example
when upgrading the host on which the VDB resides, or as part of a general data center migration. Using the VDB
migrate functionality allows you to change the VDB’s location from one target environment to another.

This is easily accomplished by first disabling the database, then using the Migrate VDB feature to select a new target
environment.

Prerequisites

+ You should have already set up a new target environment that is compatible with the VDB that you want to
migrate.
» Ensure that the VDB has first been disabled

Procedure

1. Select the VDB you want to migrate.

2. From the Actions menu select Migrate.

3. Select the new target environment for the VDB, the user for that environment, and the database installation
where the VDB will reside.

4. Select Migrate to confirm your selections.

5. From the Actions menu select Enable.

6. Click Enable to confirm.

Within a few minutes, your VDB will re-start in the new environment, and you can continue to work with it as you
would any other VDB,

Datasets-471



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Upgrading Virtual Databases

Similar to upgrading a data source, upgrading a VDB changes the installation path that is associated with that data
platform. While this feature does not upgrade the actual VDB, it is important that Delphix associates this VDB with
the correct database version to function properly.

By performing this upgrade, you can update the version of the database installation used for running the VDB.

Procedure

1. Select the VDB you want to upgrade.
2. From the Actions menu select Upgrade.

Virtual to Physical (V2P)
Virtual to Physical, or V2P, is the process of exporting a virtual database to a physical one.

After you have created a dSource or a VDB, you can export its contents and log files to a physical database. This
process creates a set of directories on the target environment and populates them with the database data, log files,
and scripts that are used to recover the physical database.

You can automatically start the physical database recovery process as part of V2P, or you can use the scripts for
manual recovery. When the export process completes, the target environment will contain a copy of the database in
its unvirtualized size, so before you begin the process, make sure the target directories you specify during V2P have
enough capacity to hold the database. For more information, visit the following page: Virtual to Physical.

Procedure

1. Select the dSource or VDB you want to export.

2. Select the snapshot of the dSource or VDB state you want to export.

3. From the Actions menu select Virtual to Physical.

4. Select the target environment, and fill the other input fields depending on the data platform of your object.

Provisioning with Replication
This topic describes how to provision from a replicated dSource or virtual database (VDB).

The process for provisioning from replicated objects is the same as the typical VDB provisioning process, except
that first you need to select the replica namespace containing the replicated object.

Prerequisites

+ You must have a dSource or VDB that has been replicated from one Delphix Engine to another, as described
in Replication Overview.

+ The Delphix Engine containing the replicated dSource or VDB must have a compatible target environment
that it can use to provision a VDB from the replicated dSource or VDB.

+ On the Delphix Engine containing the replicated dSource or VDB, login to the Delphix Management
application.

Procedure

1. From the list of replica namespaces, select the replica namespace that contains the dSource or VDB from
which you want to provision.
2. The provisioning process is now identical to the process for provisioning standard objects.
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Related Topics

+ Provisioning and Managing Virtual Databases with Oracle

+ Provisioning and Managing Virtual Databases with SQL Server
+ Provisioning and Managing VDBs from SAP ASE

+ Provisioning and Managing VDBs from Db2 dSources

+ Provisioning and Managing VDBs from PostgreSQL dSources
+ Provisioning and Managing VDBs from HANA dSources
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Virtual to Physical
This section covers the following topics:

« Customizing Target Directory Structure for Database Export
« Manually Recovering a Database after V2P
+ V2P with Unstructured Files
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Customizing Target Directory Structure for Database Export
This topic describes how to customize the target directory layout for database export.

In the V2P export process, it may be necessary to customize the target directory structure which the files will be
exported to. The following is the default directory structure:

« Datafiles: <target directory>/data

+ Archivefiles: <target directory>/archive

« Tempfiles: <target directory>/temp

« Externalfiles: <target directory>/external

« Scriptfiles: <target directory>/script

Note: The example on this page uses / for file separators which is relevant for Unix and Linux environments. If the

target environment is Windows, the file separator will be \ .

The following procedure describes how to customize the directory layout.

Procedure

1. During the virtual to physical export process, click Advanced in the V2P Wizard to see the target directory
options.
2. You can customize any of the following:
- Data Directory
« Archive Directory
« Temp Directory
« External Directory
+ Script Directory
3. Eachdirectory will then be concatenated to the Target Directory separated by the appropriate separator.

( Anyone of Target Directory, Data Directory, Archive Directory, Temp Directory, External
Directory, Script Directory can be blank. However, the combination of the fields must form an
absolute path.

« Datafiles: <target directory>/<data directory>

+ Archivefiles: <target directory>/<archive directory>
« Tempfiles: <target directory>/<archive directory>
« Externalfiles: <target directory>/<external directory>

«+ Scriptfiles: <target directory>/<script directory>

Examples

Target directory is not empty

This means all target directories have a common root.
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Input Final Directory Layout

« Target Directory: /mytarget

Datafiles: /mytarget/mydata
« Data Directory: /mydata

Archivefiles: /mytarget/myarchive

 Archive Directory: /myarchive

Temp files: /mytarget/mytemp
« Temp Directory: /mytemp

Externalfiles: /mytarget/myexternal

« External Directory: /myexternal

Script files: /mytarget/myscript
+ Script Directory: /myscript

Target directory is empty

All target directories may not have a common root. Note that external files and temp files share the same common
root.

Input Final Directory Layout

« Target Directory:
- Data Directory: /mydata

Datafiles: /mydata

Archive files: /myarchive
+ Archive Directory: /myarchive

Temp files: /mytarget/temp
« Temp Directory: /mytarget/temp

Externalfiles: /mytarget/external
« External Directory: /mytarget/external

Scriptfiles: /myscript
+ Script Directory: /myscript

Target directory is empty and data directory /

Combined with Customizing VDB File Mappings, exporting data files to separate file systems is possible. In this
example, a.dbf and b.dbf canbeexportedto /filesysteml and /filesystem2 respectively.

Input Final Directory Layout

+ Target Directory: « Data files:/

« Data Directory: « /filesysteml/a.dbf
+ Archive Directory: /myarchive . /filesystem2/b.dbf

* Temp Directory: /mytarget/temp + Archive files: /myarchive
« External Directory: /mytarget/myexternal . Tempfiles: /mytarget/mytemp
« Script Directory: /myscript
« File mappings:

. a.dbf : /filesysteml/a.dbf » Scriptfiles: /myscript

« b.dbf : /filesystem2/b.dbf

+ Externalfiles: /mytarget/myexternal

Target directory is empty and one of the subdirectories is empty would result in an error.
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Input Final Directories

« Target Directory: « INVALID
« Data Directory: /mydata

+ Archive Directory:

+ Temp Directory: /mytarget/temp

+ External Directory: /mytarget/myexternal

+ Script Directory: /myscript

Related Topics
« Virtual to Physical
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Manually Recovering a Database after V2P

This topic describes how to manually recover a database after the V2P process.

If you select No as the option for Run recovery after V2P during the V2P export process, you can use the scripts
that are created inthe script directory for your database instance in the target environment to manually

recover the database.

Procedure

1.

In the V2P target environment, navigate to the scripts directory for your exported database instance.
You can find the scripts in a sub-directory named for that specific database instance. For Oracle databases,

the pathis <target_directory>/<db_unique_name>/script/<instance name> .ForSQL
Server databases, the pathis <target_directory>\<db_name>\scripts.

For Oracle databases, locate the scripts recover-vdb.sh and open-vdb.sh . Runthem inthat
order.

For SQL Server databases, locate the script Provision.psl andrunit.

For SQL Server databases, when the script completes, Refresh the target environment for it to discover the
recovered database.

For Oracle databases, add the recovered databaseto /etc/oratab and Refresh the target environment

for it to discover the recovered database.

Related Topics

« Virtual to Physical
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V2P with Unstructured Files

This topic describes the procedure for performing virtual to physical (V2P) operations with unstructured files.

() V2P Not Supported for Unstructured Files on Windows

V2P is not supported for unstructured files on Windows environments. Similar results to V2P may be
achieved by provisioning a vFiles and copying data out of the vFiles to the local machine.

Procedure

1. Loginto the Delphix Management application.

Select the dataset you want to export.

Select the snapshot you want to export.

From the Actions (...) menu select Virtual to Physical.

Select the target environment.

Enter the Mount Path for the export.

The directory you enter here must exist in the target environment, and you must have permission to write to
it.

Click Next.

8. Review the Target Environment configuration information, and then click Submit.

ok wnN

~

Related Topics
« Virtual to Physical
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Hook Scripts for Automation and Customization

Hook operations allow you to execute custom operations at select points during linking sources and managing
virtual datasets. For example, you may want to prevent your monitoring systems from triggering during VDB startup
and shutdown. In this case, you would leverage pre- and post-hooks to run required scripts for VDB start/stop
operations.

Unix-based operating systems will execute hook scripts in bash, while Windows operating systems will execute
using PowerShell.

Each Delphix object will have its own set of hooks you can create. To easily manage hooks across multiple datasets,
you can create hook templates to apply the same hook to many objects.

Setting Hook Operations

You can construct hook operation lists through the Delphix Management application or the command-line interface
(CLI). You can either define the hooks as part of the provisioning process or edit them on virtual datasets that
already exist.

Hook operations can be created in the Hooks tab of the Add dSource or Add VDB wizards.

To edit hook operations on a dataset, navigate to the datasets page and find the object’s configuration. You will see
a ‘Hooks’ tab where you can manage and modify hook operations.

Hook Operation Templates

You can use templates to store commonly used operations, which allows you to avoid repeated work when an
operation is applicable to more than a single virtual dataset. You manage templates through the Delphix
Management application.

Hook Operations List
dSource Hooks
Hook Description

Pre Sync Pre Sync hook operations are executed before a Snapsync of a dSource.

These operations can quiesce data to be captured during the Snapsync, or
stop application processes that may interfere with the Snapsync operation.

Post Sync Post Sync hook operations are executed after a Snapsync operation of a
dSource.

These operations can undo any changes made by the pre-sync hooks. They
will run regardless of the success of pre-sync hook operations or the
Snapsync itself.

Virtual Database Hooks

Hook Description
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Pre Refresh

Post Refresh

Pre Rollback

Post Rollback

Pre Snapshot

Post Snapshot

Pre Start
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Operations performed after initial provision or after a refresh.
This hook will run after the virtual dataset has been started.

During a refresh, this hook will run before the Post Refresh hook.

Operations performed before a refresh.
This hook will run before the virtual dataset has been stopped.

These operations can cache data from the virtual dataset to be restored
after the refresh completes.

Operations performed after a refresh.

This hook will run after the virtual dataset has been started and after the
Configure Clone hook.

This hook will not run if the refresh or Pre Refresh hook operations fail.

These operations can restore cached data after the refresh completes.

Operations performed before a rollback, also known as rewind.
This hook will run before the virtual dataset has been stopped.

These operations can cache data from the virtual dataset to be restored
after the rewind completes.

Operations performed after a rollback, also known as rewind. This hook
will not run if the rewind or Pre Rewind hook operations fail.

This hook will run after the virtual dataset has been started.
This hook will not run if the rewind or Pre Rewind hook operations fail.

These operations can restore cached data after the rewind completes.

Operations performed before a snapshot.

These operations can quiesce data to be captured during the snapshot,
or stop processes that may interfere with the snapshot.

Operations performed after a snapshot.

This hook will run regardless of the success of the snapshot or Pre
Snapshot hook operations.

These operations can undo any changes made by the Pre Snapshot
hook.

Operations performed before the startup of a VDB or vFile.

These operations can be used to initialize configuration files or stop
processes that might interfere with the virtual dataset.
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Pre Stop

Post Stop

Staging Server Hooks
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Operations performed after the startup of a VDB of vFile.

These operations can be used to clean up any temporary files, or restart
processes that may have been stopped by a Pre-Start hook, or log
notifications.

Operations performed before the shutdown of a VDB or vFile.

These operations can quiesce data or processes prior to the virtual
dataset shutdown.

Operations performed after the shutdown of a VDB or vFile.

These operations can be used to log notifications, clean up any
temporary files, or stop/restart related processes.

Staging Server hooks are currently applicable to SAP ASE and staged plugins (Db2, HANA, and PostgreSQL)
environments, and execute on the configured staging server.

Hook

Pre Validated Sync

Post Validated Sync

Related Topics
+ Getting Started

Description

Operations performed on a staging server before validated sync.

This hook will run before the validated sync operation whenever
the validated sync run is triggered.

Operations performed on staging server after validated sync.

This hook will run after the validated sync operation whenever the
validated sync run is triggered.
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Cookbook of Common Scripts for Hooks on SQL Server

Customization is a huge topic and there are hundreds of ways to customize Delphix operations using hooks, but
here are some example scripts which have shown up as common, and are presented here to provide guidance for
building hooks.

« Example Powershell Script for Executing Stored Procedures
« Sample Pre- and Post-Refresh Hook for SQL Server

« Example PowerShell Script for Email Notification

« Common Scripts For Hooks

« Example Powershell Script for Debugging

« Sample Configure Clone Hook for SQL Server
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Common Scripts For Hooks

What Are Hooks?

Hooks are programmatic call-outs embedded before and after dataset manipulation operations within the Delphix
Engine. These programmatic call-outs provide the ability for the Delphix Engine to run custom-built PowerShell
scripts directly on the Windows database server.

Hooks and Data Operations

Delphix dSources are manipulated by "Sync" operations, in which the Delphix Engine captures data changes from
backups of the source database appends them to the dSource. The pre-sync and post-sync hooks are executed in
PowerShell by the "environment user" Windows domain account (delphix_trgt) on the staging target. Since the
dSource is a database in recovery mode within the SQL instance on the staging target, no database operations can
be performed on the dSource itself, but file-operations on the staging target are possible.

Delphix VDBs are manipulated by Provision, Refresh, Rewind, Snapshot, Start, and Stop operations. The Configure
Clone, Pre-Refresh, Post-Refresh, Pre-Rewind, Post-Rewind, Pre-Snapshot, Post-Snapshot, Pre-Start, Post-Start,
Pre-Stop, and Post-Stop hooks are executed in PowerShell by the Windows "environment user" Windows domain
account (delphix_trgt) on the VDB on the target.

Here are some example use-cases and solutions using hooks:

+ Your organization might require that a notification be sent to a distribution list five minutes before anyone
refreshes or rewinds a VDB that is used for development or testing. You can write and test that logic in a
PowerShell script and then embed it into the Pre-Refresh, Pre-Rewind, and Pre-Stop hooks on all VDBs. This
PowerShell script can send email to a specified distribution list, and then pause for 300 seconds (5 minutes)
before allowing the operation to continue.

» PowerShell scripting example for email notification during Pre-Refresh and Pre-Rewind hooks

+ Update data within a VDB when it is first provisioned and again after each refresh from the dSource. A very
common example of this is data masking or anonymization, to prevent confidential data from being visible
to the users and administrators of the VDB. Delphix has integrated data masking, but you can still initiate the
appropriate job and poll until it completes using a PowerShell script.

+ During a refresh of a VDB from the dSource, save the non-production database and application passwords,
then restore them after the refresh is complete.

» PowerShell scripting example for stored procedure execution during Pre-Refresh and Post-Refresh
hooks

+ Debug the sequence and timing of dataset manipulation operations within the Delphix Engine by logging
hook executions to a file

» PowerShell scripting example for debugging output to be generated during all VDB hooks

There are many more potential use-cases for hooks, but hopefully, these examples will begin to show the way.

Related Topics

» Cookbook of Common Scripts for Hooks on SQL Server
« Hooks for SQL Server
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Example Powershell Script for Debugging

Description

This is the Windows PowerShell code for a script named display.ps1, which you can insert into any pre-script, post-
script, or hook to display a timestamp and the values of the Windows environment variables to a log file located in
the C:\TEMP directory on the target host. One purpose of this script, if inserted into every hook, is to better
understand the order of operations within the Delphix Engine. It would also help you understand the duration of
those operations.

Of course, this basic script is intended to be augmented for more custom diagnostic output, as desired.

© Disclaimer: This sample code is offered for illustration purposes only, and does not carry any warranty or
guarantee. Employing copies of this code, in whole or in part, indicates acceptance of all risks.

Source Code for Script

Downloadable copy display.ps1.

#================================================================================
File: display.psl
Type: Powershell script
Date: 04-Nov 2016
Author: Delphix

Licensed under the Apache License, Version 2.0 (the "License");
you may not use this file except in compliance with the License.
You may obtain a copy of the License at

http://www.apache.org/licenses/LICENSE-2.0
Unless required by applicable law or agreed to in writing, software
distributed under the License is distributed on an "AS IS" BASIS,
WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or +implied.
See the License for the specific language governing permissions and
limitations under the License.
Copyright (c) 2016 by Delphix. All rights reserved.
Description:
Windows Powershell script intended to be used for debugging purposes, by
logging timestamped variable values with the name of the hook from which
it was called to an output file on the user's desktop.
Usage:
display.psl <hook-name>
where:

<hook-name> the name of the dSource or VDB hook from
which this script is called:

HOH H OH K H OH H H H H OH H H OH H H OH K H OH K H H K H H HE H H K H
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Modifications:

SoutDir = "C:\TEMP"

StimeStamp = Get-Date -format o
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For dSources...
Pre-Sync, Post-Sync

For VDBs...
Configure-Clone,
Pre-Refresh, Post-Refresh,
Pre-Rewind, Post-Rewind,
Pre-Snapshot, Post-Snapshot

If the hook-name does not have the correct text, then the script will not
not recognize it and will emit an error message.

#
# ________________________________________________________________________________
# Output values for Windows environment variables set with hook session by the
# Delphix virtualization engine...
#
# If the name of the hook 1implies a VDB hook, then output the values for the
# relevant variables...
# ________________________________________________________________________________
if ( ( $hookName.ToUpper() -eq "CONFIGURE-CLONE" ) -or
( $hookName.ToUpper() -eq "PRE-REFRESH" ) -or
( $hookName.ToUpper() -eq "POST-REFRESH" ) -or
( $hookName.ToUpper() -eq "PRE-REWIND" ) -or
( $hookName.ToUpper() -eq "POST-REWIND" ) -or
( $hookName.ToUpper () -eq "PRE-SNAPSHOT" ) -or
( $hookName.ToUpper () -eq "POST-SNAPSHOT" ) ) {
SoutFile = SoutDir + "\HOOK_OUTPUT_" + S$env:VDB_DATABASE_NAME + " TXT"
$timeStamp + "|" + $hookName + ": VDB_INSTANCE_HOST 1is '" +
$env:VDB_INSTANCE_HOST + "'" | Out-File -FilePath $outFile -Append
$timeStamp + "|" + $hookName + ": VDB_INSTANCE_PORT 1is '" +
$env:VDB_INSTANCE_PORT + "'" | Out-File -FilePath $outFile -Append
StimeStamp + "|" + $hookName + ": VDB_INSTANCE_NAME ds '" +
$env:VDB_INSTANCE_NAME + "'" | Out-File -FilePath $outFile -Append
StimeStamp + "|" + $hookName + ": VDB_DATABASE_NAME ds '" +
$env:VDB_DATABASE_NAME + "'" | Out-File -FilePath $outFile -Append
} else {
#
# ________________________________________________________________________

# If the name of the hook 1implies a dSource hook, then output the values
# for the relevant variables...

if ( ( $hookName.ToUpper() -eq "PRE-SYNC" ) -or
( shookName.ToUpper() -eq "PRE-SYNC" ) ) {
SoutFile = S$outDir + "\HOOK_OUTPUT_" + $env:SOURCE_DATABASE_NAME + " TXT"
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$timeStamp + "|" + ShookName + ": SOURCE_INSTANCE_HOST 1is '" +
$env:SOURCE_INSTANCE_HOST + "'" | Out-File -FilePath $outFile -Append

$timeStamp + "|" + ShookName + ": SOURCE_INSTANCE_PORT 1is '" +
$env:SOURCE_INSTANCE_PORT + "'" | Out-File -FilePath $outFile -Append

$timeStamp + "|" + ShookName + ": SOURCE_INSTANCE_NAME 1is '" +
$env:SOURCE_INSTANCE_NAME + "'" | Out-File -FilePath $outFile -Append

$timeStamp + "|" + ShookName + ": SOURCE_DATABASE_NAME 1is '" +
$env:SOURCE_DATABASE_NAME + "'" | Out-File -FilePath $outFile -Append

} else {
#
# ________________________________________________________________

# If the name of the hook 1is not recognized, then output an error
# message to that effect...

# ________________________________________________________________

SoutFile = $outDir + "\HOOK_OUTPUT_UNKNOWN.TXT"

$timeStamp + ": unknown hook name '" + $hookName + "'" | Out-File -FilePath
$outFile -Append

}
}

Sample Output

The name of the output file created by this script includes the name of the database, so all output from all hooks
associated with this database name will be appended to the same file.

Related Topics

» Cookbook of Common Scripts for Hooks on SQL Server
+ Hooks for SQL Server
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Example PowerShell Script for Email Notification

Description

The PowerShell script (below) sends an email using SMTP attributes passed on the command-line (i.e. from-Email-
Address, to-Email-Address, and SMTP-Server). The script then pauses for 5 minutes before returning control to the
Delphix Engine.

Source Code for Script

Downloadable copy email_5mins.ps1.

Description

The PowerShell script (below) sends an email using SMTP attributes passed on the
command-line (i.e. from-Email-Address, to-Email-Address, and SMTP-Server). The script
then pauses for 5 minutes before returning control to the Delphix Engine.

Source Code for Script
Downloadable copy email_5mins.psl.

#===============================================================================-=
# File: email_5mins.psl

# Type: powershell script

# Author: Delphix Professional Services

# Date: 04-Nov 2016

#

# Copyright and license:

#

# Licensed under the Apache License, Version 2.0 (the "License"); you may
# not use this file except in compliance with the License.

#

# You may obtain a copy of the License at

#

# http://www.apache.org/licenses/LICENSE-2.0

#

# Unless required by applicable law or agreed to in writing, software

# distributed under the License s distributed on an "AS IS" basis,

# WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
#

# See the License for the specific language governing permissions and

# limitations under the License.

#

# Copyright (c) 2015,2016 by Delphix. All rights reserved.

#

# Description:

#

# Script will send an email using the SMTP attributes passed as parameters

# on the command-line, and then pause for 5 minutes.

#

#
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# Command-1line parameters:

#

# fromEmailAddr - originating email address (used for "reply-to")
# toEmailAddr - destination email address

# smtpServer - IP address or hostname of SMTP server

# opName - free-format text describing the Delphix operation
# about to occur (i.e. "REFRESH", "REWIND", "STOP", etc)

#

#

# Environment inputs expected:

#

# VDB_DATABASE_NAME

#

# Note

#

# Modifications:

# TGorman 04nov16 first version

e T

param( [string]$fromEmailAddr = "~~~"
, [string]$toEmailAddr = "~~~"
, [string]$smtpServer = "~~~"
, [string]$opName = "~~~"

$message = New-Object Net.Mail.MailMessage

$message.From = $fromEmailAddr

$message.To.Add ($toEmailAddr)

$message.Subject = "VDB '" + $env:VDB_DATABASE_NAME + "' will be " + $opName + " in 5
mins"

$message.Body = "<H1>Delphix operation " + $opName + " will occur in 5 mins</H1>"
$message.Body = $message.Body + "<BR><BR>Please save any work in this database or 1t
will be lost."

$message.Body = $message.Body + "<BR><BR>Contact IT Operations at x5555 if you have
any questions or concerns"

$message.IsBodyHTML = "True"

$smtp = New-Object Net.Mail.SmtpClient(SsmtpServer)

$smtp.Send($Smessage)

Start-Sleep -s 300
exit 0

Related Topics
Cookbook of Common
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Related Topics

» Cookbook of Common Scripts for Hooks on SQL Server
« Hooks for SQL Server
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Example Powershell Script for Executing Stored Procedures

Description

The Powershell script (below) makes a call to the stored procedure, whose fully-qualified name is passed as a
parameter. This particular script is written so that the stored procedure expects only one parameter named
"@DatabaseName". Please note that pre- and post-scripts can only be executed on VDBs on the VDB target host. If
"@DatabaseName" is not unique enough, then the script can be modified to add "@InstanceName" as well.

The script logs debugging information to a log file created within the "Desktop" directory of the Delphix
"environment user" Windows account. This log file is directed to "C:\TEMP" in this example, but of course, can be
modified as suitable in your environment.

Timeflow Status Configuration
Source Policies Data Management Masking Hooks
Hook Points + = 2
Run PowerShell Command ' s =
v Pre Sync
Run PowerShell Command
v Post Sync
Operation Type
No operations
Run System Shell Command v
Credential Environment Variables +

No items

Script

c:\users\delphixset-database.psl Pre Sync

Source Code for Script

Downloadable copy callsp.ps1.

f========-==-=-=-=-=-=-=-=-=--=--=--------------C--S-S-C--------S-S-S--S--S--S-S------=-=-=-=-===========
# File: callsp.psl

# Type: powershell script

# Author: Delphix Professional Services

# Date: 02-Nov 2015

#

# Copyright and license:

#
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Description:

VDB_DATABASE_NAME
VDB_INSTANCE_NAME
VDB_INSTANCE_PORT
VDB_INSTANCE_HOST

Note:

Modifications:

H oH O HF OH H H OH H H OH OH H OH OH O H OH OH H OH K H OH K H K K H K H OH O H OH K H H K

Command-1line parameters:

Environment inputs expected:

SQL
SQL
SQL
SQL
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Licensed under the Apache License, Version 2.0 (the "License"); you may
not use this file except in compliance with the License.

You may obtain a copy of the License at
http://www.apache.org/licenses/LICENSE-2.0

Unless required by applicable law or agreed to in writing, software

distributed under the License s distributed on an "AS IS" basis,

WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or 1implied.

See the License for the specific language governing permissions and
limitations under the License.

Copyright (c) 2015 by Delphix. All rights reserved.

Call the appropriate stored procedure within the DBO schema in the MSDB
databse on behalf of the VDB. The stored procedure name the name of the
database as a parameter called "@DatabaseName"..

$fqSpName fully-qualified stored procedure name

Server database name for the VDB

Server instance name for the VDB

Server instance port number for the VDB
Server instance hostname for the VDB

TGorman 02nov15 first version
#i=================—==============—===========—=—============—=—========================
param([string]$fgSpName = "~~~")

#
# ________________________________________________________________________________
# Verify the "$dirPath" and "$fgSpName" command-line parameter values...
# ________________________________________________________________________________
if ( $fqSpName -eq "~~~" ) {
throw "Command-1line parameter 'fqSpName' not found"
}
#
# ________________________________________________________________________________
# Clean up a log file to capture future output from this script...
# ________________________________________________________________________________

$dirPath = [Environment]::GetFolderPath('"Desktop")
$timeStamp = Get-Date -UFormat "%Y%m%d_%H%M%S"
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$logFile = $dirPath + "\" + $env:VDB_DATABASE_NAME + "_" + $timeStamp + "_SP.LOG"
"logFile 1is " + $logFile

#

# ________________________________________________________________________________

# Output the variable names and values to the log file...

# ________________________________________________________________________________
"INFO: dirPath = '" + $dirPath + "'" | Out-File $logFile

"INFO: fgSpName = '" + $fgSpName + "'" | Out-File $logFile -Append

"INFO: env:VDB_INSTANCE_HOST = '" + $env:VDB_INSTANCE_HOST + "'" | Out-File $logFile
-Append

"INFO: env:VDB_INSTANCE_NAME = '" + $env:VDB_INSTANCE_NAME + "'" | Out-File $logFile
-Append

"INFO: env:VDB_INSTANCE_PORT = '" + $env:VDB_INSTANCE_PORT + "'" | Out-File $logFile
-Append

"INFO: env:VDB_DATABASE_NAME = '" + $env:VDB_DATABASE_NAME + "'" | Out-File $logFile
-Append

#

# ________________________________________________________________________________

# Housekeeping: remove any existing log files older than 15 days

# ________________________________________________________________________________
"INFO: removing log files older than 15 days..." | Out-File $logFile -Append

SagelLimit = (Get-Date) .AddDays(-15)
$logFilePattern = $env:VDB_DATABASE_NAME + "_x_SP.LOG"
"INFO: logFilePattern = '" + $logFilePattern + "'" | Out-File $logFile -Append
Get-ChildItem -Path $dirPath -recurse -include $logFilePattern |
Where-Object { !$_.PSIsContainer -and $_.CreationTime -1t S$agelLimit } |
Remove-Item

#
# ________________________________________________________________________
# Run the stored procedure...
# ________________________________________________________________________
"INFO: Running stored procedure '" + $fqSpName + "' within database '" +
$env:VDB_DATABASE_NAME + "'..." | Out-File S$logFile -Append
try {
"INFO: open SQL Server connection..." | Out-File $logFile -Append

$sqlServer = $env:VDB_INSTANCE_HOST + "\" + $env:VDB_INSTANCE_NAME + ", " +
$env:VDB_INSTANCE_PORT

"INFO: sqlServer = '" + $sqlServer + "'" | Out-File $logFile -Append

[System.Reflection.Assembly]::LoadWithPartialName("Microsoft.SqlServer.Smo") |
Out-Null;

$conn = New-Object System.Data.SqlClient.SqlConnection

$conn.ConnectionString = "Server=$sqlServer; Database=MSDB; Integrated
Security=SSPI;"

"INFO: conn.ConnectionString = '" + $conn.ConnectionString + "'" | Out-File

$logFile -Append
$conn.Open()
$cmdl = New-Object System.Data.SqlClient.SqlCommand($fqSpName, $conn)
$cmdl.CommandType = [System.Data.CommandType]::StoredProcedure
$cmdl.Parameters.Add('@DatabaseName', $env:VDB_DATABASE_NAME) | Out-null
"INFO: calling " + $fqSpName + ", @DatabaseName = " + S$env:VDB_DATABASE_NAME |
Out-File S$logFile -Append
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$execl = $cmdl.ExecuteReader ()
$execl.Close()
$conn.Close()
} catch { Throw $Error[0].Exception.Message | Out-File $logFile -Append }
#
"INFO: completed stored procedure '" + $fqSpName + "' within database '" +
$env:VDB_DATABASE_NAME + "' successfully" | Out-File $logFile -Append

Related Topics

» Cookbook of Common Scripts for Hooks on SQL Server
+ Hooks for SQL Server
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Sample Configure Clone Hook for SQL Server

How the Configure Clone Hook Works

The Delphix Engine executes the Configure Clone hook after the initial provisioning of a virtual database (VDB) and
after each refresh of that VDB. However, during refresh operations, the Configure Clone hook runs before the Post-
Refresh hook.

Because it executes after the Delphix Engine brings fresh data from the dSource into the VDB, the Configure Clone
hook is an ideal place for data masking and other obfuscation and reconfiguration operations to occur.

The Windows PowerShell script (shown below) is intended to demonstrate how to call the HTTP interface of the
Delphix DmSuite v4.7.3 from a Configure Clone hook.

© Disclaimer: This sample code is offered for illustration purposes only, and does not carry any warranty or
guarantee. Employing copies of this code, in whole or in part, indicates acceptance of all risks.

#================================================================================
# File: mask.psl

# Type: powershell script

# Author: Delphix Professional Services

# Date: 02-Nov 2015

#

# Copyright and license:

Licensed under the Apache License, Version 2.0 (the "License"); you may
not use this file except in compliance with the License.

You may obtain a copy of the License at
http://www.apache.org/licenses/LICENSE-2.0

Unless required by applicable law or agreed to in writing, software

distributed under the License s distributed on an "AS IS" basis,

WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or +implied.

See the License for the specific language governing permissions and
limitations under the License.

Copyright (c) 2015 by Delphix. All rights reserved.
Description:

Powershell script to automate the call to Delphix/AXIS data-masking when
the appropriate parameters are passed.

Otherwise, this script just returns without doing anything.
Command-1line parameters:

$dmSuiteJobId Delphix/AXIS DmSuite Job ID value
$dmSuiteAppName Delphix/AXIS DmSuite Application Name

HoH H OH H H H HF H H H OH H H OH H H OH K H H K H H K H H K
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$dmSuiteEnvName Delphix/AXIS DmSuite Target Environment Name
$dmSuiteConnName Delphix/AXIS DmSuite Target Connector Name

Environment inputs expected:
VDB_DATABASE_NAME SQL Server database name for the VDB
VDB_INSTANCE_NAME SQL Server -instance name for the VDB
VDB_INSTANCE_PORT SQL Server idinstance port number for the VDB
VDB_INSTANCE_HOST SQL Server 1dinstance hostname for the VDB

Note:

H H HF OH H H OH OH H H O H H

Modifications:

param([string]$dmSuiteJobId = "~~~"
, [string]$dmSuiteAppName = "~~~"
, [string]$dmSuiteEnvName = "~~~"
, [string]$dmSuiteConnName = "~~~"

$dirPath = [Environment]::GetFolderPath('"Desktop")
sdmSuiteServer = "XXXXXXXX"

$dmSuitePort = "8282"

sdmSuiteUser = "XXXXXXXX"

$dmSuitePwd = "XXXXXXXX"

$dmSuiteBaseURL = "http://" + $dmSuiteServer + ":" + sdmSuitePort + "/dmsuite/apiv4"
$dmSuiteWaitSecs = 5

#

# ________________________________________________________________________________

# If no Delphix/AXIS DmSuite Job ID is provided, then this database is not to be
# masked, and so then don't do anything...

# ________________________________________________________________________________
if ( $dmSuiteJobId -eq "~~~" -or $dmSuiteJobId -eq "0" ) {

exit 0
}
#
# ________________________________________________________________________________
# Otherwise, if we're going to mask this database, then first let's create a log

# file to capture output from this script and also create an XML file to store

# responses from the Delphix/AXIS DmSuite engine...

# ________________________________________________________________________________
StimeStamp = Get-Date -UFormat "%Y%m%d_9%H%M%S"

$logFile = $dirPath + "\" + $env:VDB_DATABASE_NAME + "_" + $timeStamp + "_MASK.LOG"
"logFile 1is " + $logFile

$xmlFile = $dirPath + "\" + $env:VDB_DATABASE_NAME + "_" + S$timeStamp + "_MASK.XML"
"INFO: xmlFile = '" + $xmlFile + "'" | Out-File $logFile

SerrFile = $dirPath + "\" + $env:VDB_DATABASE_NAME + "_" + S$timeStamp + "_MASK.ERR"
"INFO: errFile = '" + $errFile + "'" | Out-File $logFile -Append

#

# ________________________________________________________________________________
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# Housekeeping: remove any existing log files older than 15 days...

"INFO: removing log files older than 15 days..." | Out-File $logFile -Append
SagelLimit = (Get-Date) .AddDays(-15)
$logFilePattern = $env:VDB_DATABASE_NAME + "_x_MASK.LOG"
"INFO: logFilePattern = '" + $logFilePattern + "'" | Out-File $logFile -Append
Get-ChildItem -Path $dirPath -recurse -include $logFilePattern |
Where-Object { !$_.PSIsContainer -and $_.CreationTime -1t S$agelLimit } |
Remove-Item

#

# ________________________________________________________________________________

# Record variables and parameters to the log file...

# ________________________________________________________________________________
"INFO: dirPath = '" + $dirPath + "'" | Out-File $logFile -Append

"INFO: dmSuiteJobId = '" + $dmSuiteJobId + "'" | Out-File $logFile -Append

"INFO: dmSuiteAppName = '" + $dmSuiteAppName + "'" | Out-File $logFile -Append
"INFO: dmSuiteEnvName = '" + $dmSuiteEnvName + "'" | Out-File $logFile -Append
"INFO: dmSuiteConnName = '" + $dmSuiteConnName + "'" | Out-File $logFile -Append
"INFO: env:VDB_INSTANCE_HOST = '" + $env:VDB_INSTANCE_HOST + "'" | Out-File $logFile
-Append

"INFO: env:VDB_INSTANCE_NAME = '" + $env:VDB_INSTANCE_NAME + "'" | Out-File $logFile
-Append

"INFO: env:VDB_INSTANCE_PORT = '" + $env:VDB_INSTANCE_PORT + "'" | Out-File $logFile
-Append

"INFO: env:VDB_DATABASE_NAME = '" + $env:VDB_DATABASE_NAME + "'" | Out-File $logFile
-Append

"INFO: dmSuiteServer = '" + $dmSuiteServer + "'" | Out-File $logFile -Append

"INFO: dmSuitePort = '" + $dmSuitePort + "'" | Out-File $logFile -Append

"INFO: dmSuiteUser = '" + $dmSuiteUser + "'" | Out-File $logFile -Append

"INFO: dmSuiteBaseURL = '" + $dmSuiteBaseURL + "'" | Out-File $logFile -Append
"INFO: xmlFile = '" + $xmlFile + "'" | Out-File $logFile -Append

"INFO: errFile = '" + $errFile + "'" | Out-File $logFile -Append

#

# ________________________________________________________________________________

# Verify that the CURL executable 1is available...

# ________________________________________________________________________________

ScurlExe = $dirPath.ToUpper() + "\CURL.EXE"
if (-Not (test-path $curlExe )) {

"ERROR: Executable '" + ScurlExe + "' not found; aborting..." | Out-File $logFile
-Append
Throw "ERROR: Executable '" + S$curlExe + "' not found; aborting..."
}
"INFO: curlExe = '" + $curlExe + "'" | Out-File $logFile -Append
#
# ________________________________________________________________________________

"INFO: obtaining auth_token for username/encyrpted-password..." | Out-File $logFile
-Append

$cmdLine = $curlExe + " -sIX GET """ + $dmSuiteBaseURL + "/login?user=" +
$dmSuiteUser + "&password=" + $dmSuitePwd + "'" 2>&1"

"INFO: powershell command-line is '" + $cmdLine + "'" | Out-File $logFile -Append

Soutput = invoke-expression $cmdLine
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if ( $LastExitCode -ne 0) {
"ERROR: GET auth_token failed; aborting..." | Out-File $logFile -Append
$output | Out-File $logFile -Append
Throw Soutput

}
if (Soutput | where {$_.ToUpper() -match "ERROR" -or $_.ToUpper() -match "FAILURE"})
{

"ERROR: GET auth_token returned an error; aborting..." | Out-File $logFile
-Append

$output | Out-File $logFile -Append

Throw Soutput
}

$curlAuthTokenLine = Soutput | Select-String -pattern auth_token

$curlAuthToken = $curlAuthTokenLine -split '\s+' | Select-Object -Last 1

if ([string]::IsNullOrEmpty ($curlAuthToken)) {
"ERROR: NULL authentication token; aborting..." | Out-File $logFile -Append
$output | Out-File $logFile -Append
Throw Soutput

}

"INFO: auth_token '" + $curlAuthToken + "' obtained" | Out-File $logFile -Append

"INFO: retrieving DmSuite environment ID for dmSuiteAppName '" + $dmSuiteAppName +
"..." | Out-File S$logFile -Append

$cmdLine = $curlExe + " -H ""auth_token:" + S$curlAuthToken + "*" *"n 4
$dmSuiteBaseURL + "/environments™" > " + $xmlFile + " 2> " + SerrFile
"INFO: powershell command-line is '" + $cmdLine + "'" | Out-File $logFile -Append

Soutput = invoke-expression $cmdLine
if ( $LastExitCode -ne 0) {
"ERROR: retrieving DmSuite environment ID failed; aborting..." | Out-File
$logFile -Append
$output | Out-File $logFile -Append
cat $xmlFile | Out-File $logFile -Append
cat SerrFile | Out-File $logFile -Append
Remove-Item $xmlFile
Remove-Item S$SerrFile
Throw Soutput
}
if (Soutput | where {$_.ToUpper() -match "ERROR" -or $_.ToUpper() -match "FAILURE"})
{
"ERROR: retrieving DmSuite environment ID returned an error; aborting..." | Out-
File $logFile -Append
$output | Out-File $logFile -Append
cat $xmlFile | Out-File $logFile -Append
cat SerrFile | Out-File $logFile -Append
Remove-Item $xmlFile
Remove-Item S$SerrFile
Throw Soutput
}
[xml]$xml = Get-Content $xmlFile
$environmentURL = ""
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$xml.SelectNodes("//Environment") | % {
if (($_.Name -eq $dmSuiteEnvName) -and ($_.Application -eq $dmSuiteAppName)) {
senvironmentURL = $_.Link.href

}
if ([string]::IsNullOrEmpty($environmentURL)) {

"ERROR: retrieving DmSuite environment ID returned an error; aborting..." | Out-
File $logFile -Append

cat $xmlFile | Out-File $logFile -Append

cat SerrFile | Out-File $logFile -Append

Remove-Item $xmlFile

Remove-Item S$SerrFile

Throw "ERROR: retrieving DmSuite environment ID returned an error; aborting..."
}
"INFO: environmentURL = '" + $environmentURL + "'" | Out-File $logFile -Append
Remove-item $xmlFile
Remove-Item S$SerrFile

#

# ________________________________________________________________________________

# Retrieve the Delphix/AXIS DmSuite connector ID...

# ________________________________________________________________________________

"INFO: retrieving DmSuite connector ID for dmSuiteConnName '" + $dmSuiteConnName +
"..." | Out-File S$logFile -Append

$cmdLine = $curlExe + " -H ""auth_token:" + S$curlAuthToken + "*" *mn 4

$dmSuiteBaseURL + "/" + $environmentURL + "/connectors'" > " + $SxmlFile + " 2> "
+ SerrFile
"INFO: powershell command-line is '" + $cmdLine + "'" | Out-File $logFile -Append
Soutput = invoke-expression $cmdLine
if ( $LastExitCode -ne 0) {

"ERROR: retrieving DmSuite connector ID failed; aborting..." | Out-File $logFile
-Append

$output | Out-File $logFile -Append

cat $xmlFile | Out-File $logFile -Append

cat SerrFile | Out-File $logFile -Append

Remove-Item $xmlFile

Remove-item S$SerrFile

Throw Soutput
}
if (Soutput | where {$_.ToUpper() -match "ERROR" -or $_.ToUpper() -match "FAILURE"})
{

"ERROR: retrieving DmSuite connector ID returned an error; aborting..." | Out-
File $logFile -Append

$output | Out-File $logFile -Append

cat $xmlFile | Out-File $logFile -Append

cat SerrFile | Out-File $logFile -Append

Remove-Item $xmlFile

Remove-item S$SerrFile

Throw Soutput

}
[xml]$xml = Get-Content $xmlFile
$connectorURL = ""

$xml.SelectNodes("//Connector") | % {
if ( $_.Name -eq S$dmSuiteConnName ) {
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$connectorURL = $_.Link.href

}
if ([string]::IsNullOrEmpty($connectorURL)) {

"ERROR: retrieving DmSuite connector ID returned an error; aborting..." | Out-
File $logFile -Append

cat $xmlFile | Out-File $logFile -Append

cat SerrFile | Out-File $logFile -Append

Remove-Item $xmlFile

Remove-item S$SerrFile

Throw "ERROR: retrieving DmSuite connector ID returned an error; aborting..."
}
"INFO: connectorURL = '" + $connectorURL + "'" | Out-File $logFile -Append
Remove-item $xmlFile
Remove-item S$SerrFile

#

# ________________________________________________________________________________

# Start the Delphix/AXIS DmSuitemasking job...

# ________________________________________________________________________________
"INFO: starting DmSuite JobID " + $dmSuiteJobId + "..." | Out-File $logFile -Append

$cmdLine = S$curlExe + " -X POST -H '"auth_token:" + S$curlAuthToken +
""" -H “"Content-Type:application/xml " -d ""<MaskingsRequest>" +
H##
### The two following lines are needed if the Delphix/AXIS DmSuite masking job is
"multitenant"...

###
### "<Links>" + "<Link rel=""SourceConnector'" href=""" + S$connectorURL + " '"/>" +
### "<Link rel=""TargetConnector " href=""" + $connectorURL + " "/>" + "</Links>"

+
"</MaskingsRequest>"" """ + $dmSuiteBaseURL + "/applications/" + $dmSuiteAppName

"/maskingjobs/" + $dmSuiteJobId + "/run " > " + $xmlFile + " 2> " + $errFile
"INFO: powershell command-line is '" + $cmdLine + "'" | Out-File $logFile -Append
Soutput = invoke-expression $cmdLine
if ( $LastExitCode -ne 0) {

"ERROR: DmSuite job start returned failure exit code; aborting..." | Out-File
$logFile -Append

$output | Out-File $logFile -Append

cat $xmlFile | Out-File $logFile -Append

cat SerrFile | Out-File $logFile -Append

Remove-Item $xmlFile

Remove-Item S$SerrFile

Throw "ERROR: DmSuite job start returned failure exit code; aborting..."

}
[xml]$xml = Get-Content $xmlFile
if ($xml.MaskingsResponse.ResponseStatus.Status -ne "SUCCESS") {

"ERROR: DmSuite job run failed; aborting..." | Out-File $logFile -Append

$output | Out-File $logFile -Append

cat $xmlFile | Out-File $logFile -Append

cat SerrFile | Out-File $logFile -Append

Remove-Item $xmlFile

Remove-item S$SerrFile

Throw "ERROR: DmSuite job start failed; aborting..."
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}
Remove-Item $xmlFile
Remove-item S$errFile

$dmSuiteStatus = "RUNNING"
while ( $dmSuiteStatus -match "RUNNING" ) {
#
Start-Sleep -s S$dmSuiteWaitSecs
StotalWaitSecs = S$totalWaitSecs + $dmSuiteWaitSecs
#
"INFO: Checking DmSuite JobID " + $dmSuiteJobId + "status after " +
$totalwWaitSecs + " secs..." | Out-File $logFile -Append
$cmdLine = $curlExe + " -H ""auth_token:" + S$curlAuthToken +
"*" -H “"Content-Type:application/xml " """ +
$dmSuiteBaseURL + '"/applications/" + sdmSuiteAppName +
"/maskingjobs/" + $dmSuiteJobId + "/results " > " +
$xmlFile + " 2> " + SerrFile
"INFO: powershell command-line is '" + $cmdLine + "'" | Out-File $logFile -Append
Soutput = invoke-expression $cmdLine
if ( $LastExitCode -ne 0) {
"ERROR: DmSuite job status returned failure exit status; aborting..." | Out-
File $logFile -Append
$output | Out-File $logFile -Append
cat $xmlFile | Out-File $logFile -Append
cat SerrFile | Out-File $logFile -Append
Remove-Item $xmlFile
Remove-Item S$SerrFile
Throw "ERROR: DmSuite job status returned failure exit status; aborting..."
}
[xml]$xml = Get-Content $xmlFile
if ($xml.MaskingsResponse.ResponseStatus.Status -ne "SUCCESS") {
"ERROR: DmSuite job status failed; aborting..." | Out-File $logFile -Append
$output | Out-File $logFile -Append
cat $xmlFile | Out-File $logFile -Append
cat SerrFile | Out-File $logFile -Append
Remove-Item $xmlFile
Remove-item S$SerrFile
Throw "ERROR: DmSuite job status failed; aborting..."

}
$dmSuiteStatus = $xml.MaskingsResponse.Maskings.Masking.Status
#
}
#
# ________________________________________________________________________________

if ($dmSuiteStatus -eq "SUCCESS") {
#
"INFO: DmSuite JobID '" + $dmSuiteJobId + "' SUCCESS after " +
$totalWaitSecs + " secs..." | Out-File $logFile -Append
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Remove-Item $xmlFile

Remove-item S$errFile

exit 0

#

} else {

#

cat $xmlFile | Out-File $logFile -Append

cat SerrFile | Out-File $logFile -Append

"ERROR: DmSuite JobID '" + $dmSuiteJobId + "' failed with '" + $dmSuiteStatus +
" after " + $totalWaitSecs + " secs running..." | Out-File $logFile -Append

Throw "ERROR: DmSuite JobID '" + $dmSuitedobId + "' failed with '" +
$dmSuiteStatus + " after " + $totalWaitSecs + " secs running..."

Related Topics

» Cookbook of Common Scripts for Hooks on SQL Server
+ Hooks for SQL Server
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Sample Pre- and Post-Refresh Hook for SQL Server

How Pre- and Post-Refresh Hooks Work

The Delphix Engine executes the Pre-Refresh hook before each refresh operation on a virtual database (VDB). It
executes the Post-Refresh hook after each refresh operation. If a Configure Clone hook is also defined, then the
Post-Refresh hook executes after all Configure Clone hooks.

Generally, after the initial provisioning of a VDB, changes are made to that VDB which should be saved across
refreshes. Examples include resetting passwords to production accounts, adding non-production accounts,
database references to other databases in production or non-production, and so on.

The Pre-Refresh hook is the first step of a process to capture the data to be saved, ending with the Post-Refresh
hook to re-apply all that was captured, after the refresh has completed. So, the order of execution is:

1. Zero, one, or more Pre-Refresh hook(s)
2. The Refresh operation itself on the VDB
3. Zero, one, or more Post-Refresh hook(s)

The Windows PowerShell script (shown below) is intended to demonstrate how to call a SQL Server stored
procedure, taking a single parameter for the VDB database name. In a Pre-Refresh hook, a custom-built stored
procedure (named MSDB.DBO.CAPTURE_DB_SETTINGS) can be called to capture all data, and store it in (for
example) the MSDB system database, or in a file on the Windows target host server. In a Post-Refresh hook, a
custom-built stored procedure (named MSDB.DBO.APPLY_DB_SETTINGS) can be called to access all the data
captured by the Pre-Refresh hook and re-apply it into the newly-refreshed VDB.

So, assuming that the Windows PowerShell script below is stored in a file named CALLSP.PS1 within a directory on
the VDB target host named D:\DELPHIX\SCRIPTS, the call syntax within the Pre-Refresh hook might look something
like this:

D:\Delphix\Scripts\callsp.psl MSDB.DBO.CAPTURE_DB_SETTINGS
...and the call syntax within the Post-Refresh hook might look something like this:

D:\Delphix\Scripts\callsp.psl MSDB.DBO.APPLY_DB_SETTINGS
Be aware that Delphix hooks set the following Windows environments from a VDB:

+ VDB_DATABASE_NAME - the name of the Delphix VDB (not the SQL Server database)

« VDB_INSTANCE_NAME - the name of the SQL Server instance

« VDB_INSTANCE_PORT - the port number of the SQL Server instance

« VDB_INSTANCE_HOST - the name of the Windows host on which the SQL Server instance resides

You can access the values in these environment variables within PowerShell using the Senv:variable-name syntax,
as shown in the code below.

Sample code

Below is a sample code for the callsp.ps1 script.

© Disclaimer: This sample code is offered for illustration purposes only, and does not carry any warranty or
guarantee. Employing copies of this code, in whole or in part, indicates acceptance of all risks.

#::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
# File: callsp.psl

# Type: powershell script

# Author: Delphix Professional Services
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Date: 02-Nov 2015
Copyright and license:

Licensed under the Apache License, Version 2.0 (the "License"); you may
not use this file except in compliance with the License.

You may obtain a copy of the License at
http://www.apache.org/licenses/LICENSE-2.0

Unless required by applicable law or agreed to in writing, software

distributed under the License s distributed on an "AS IS" basis,

WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or +implied.

See the License for the specific language governing permissions and
limitations under the License.

Copyright (c) 2015 by Delphix. All rights reserved.

Description:
Call the appropriate stored procedure within the DBO schema in the MSDB
databse on behalf of the VDB. The stored procedure name the name of the
database as a parameter called "@DatabaseName"..

Command-1line parameters:
$fqSpName fully-qualified stored procedure name

Environment inputs expected:
VDB_DATABASE_NAME SQL Server database name for the VDB
VDB_INSTANCE_NAME SQL Server finstance name for the VDB
VDB_INSTANCE_PORT SQL Server idinstance port number for the VDB

VDB_INSTANCE_HOST SQL Server 1dinstance hostname for the VDB

Note:

H oH H OH H H OH OH OH OH OH O H OH OH O H OH O OH K H OH OH H OH K H OH K H H K H H H H K H H HE R

Modifications:

if ( $fqSpName -eq "~~~" ) {
throw "Command-1line parameter 'fqSpName' not found"
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$dirPath = [Environment]::GetFolderPath('"Desktop")
$timeStamp = Get-Date -UFormat "%Y%m%d_%H%M%S"

$logFile = $dirPath + "\" + $env:VDB_DATABASE_NAME + "_" + $timeStamp + "_SP.LOG"
"logFile 1is " + $logFile

#

# ________________________________________________________________________________

# Output the variable names and values to the log file...

# ________________________________________________________________________________
"INFO: dirPath = '" + $dirPath + "'" | Out-File $logFile

"INFO: fgSpName = '" + $fgSpName + "'" | Out-File $logFile -Append

"INFO: env:VDB_INSTANCE_HOST = '" + $env:VDB_INSTANCE_HOST + "'" | Out-File $logFile
-Append

"INFO: env:VDB_INSTANCE_NAME = '" + $env:VDB_INSTANCE_NAME + "'" | Out-File $logFile
-Append

"INFO: env:VDB_INSTANCE_PORT = '" + $env:VDB_INSTANCE_PORT + "'" | Out-File $logFile
-Append

"INFO: env:VDB_DATABASE_NAME = '" + $env:VDB_DATABASE_NAME + "'" | Out-File $logFile
-Append

#

# ________________________________________________________________________________

"INFO: removing log files older than 15 days..." | Out-File $logFile -Append
SagelLimit = (Get-Date) .AddDays(-15)
$logFilePattern = $env:VDB_DATABASE_NAME + "_x_SP.LOG"
"INFO: logFilePattern = '" + $logFilePattern + "'" | Out-File $logFile -Append
Get-ChildItem -Path $dirPath -recurse -include $logFilePattern |
Where-Object { !$_.PSIsContainer -and $_.CreationTime -1t S$agelLimit } |
Remove-Item

#
# ________________________________________________________________________
# Run the stored procedure...
# ________________________________________________________________________
"INFO: Running stored procedure '" + $fqSpName + "' within database '" +
$env:VDB_DATABASE_NAME + "'..." | Out-File S$logFile -Append
try {
"INFO: open SQL Server connection..." | Out-File $logFile -Append

$sqlServer = $env:VDB_INSTANCE_HOST + "\" + $env:VDB_INSTANCE_NAME + ", " +
$env:VDB_INSTANCE_PORT

"INFO: sqlServer = '" + $sqlServer + "'" | Out-File $logFile -Append

[System.Reflection.Assembly]::LoadWithPartialName("Microsoft.SqlServer.Smo") |
Out-Null;

$conn = New-Object System.Data.SqlClient.SqlConnection

$conn.ConnectionString = "Server=$sqlServer; Database=MSDB; Integrated
Security=SSPI;"

"INFO: conn.ConnectionString = '" + $conn.ConnectionString + "'" | Out-File

$logFile -Append
$conn.Open()
$cmdl = New-Object System.Data.SqlClient.SqlCommand($fqSpName, $conn)
$cmdl.CommandType = [System.Data.CommandType]::StoredProcedure
$cmdl.Parameters.Add('@DatabaseName', $env:VDB_DATABASE_NAME) | Out-null
"INFO: calling " + $fqSpName + ", @DatabaseName = " + S$env:VDB_DATABASE_NAME |
Out-File S$logFile -Append
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$execl = $cmdl.ExecuteReader ()
$execl.Close()
$conn.Close()
} catch { Throw $Error[0].Exception.Message | Out-File $logFile -Append }
#
"INFO: completed stored procedure '" + $fqSpName + "' within database '" +
$env:VDB_DATABASE_NAME + "' successfully" | Out-File $logFile -Append

Related Topics

» Cookbook of Common Scripts for Hooks on SQL Server
+ Hooks for SQL Server
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Hook Operation Templates

You can use templates to store commonly used operations, which allows you to avoid repeated work when an
operation is applicable to more than a single virtual dataset. You manage templates through the Delphix
Management application.

& Hook Operations Templates Not Available via CLI

Hook operation templates cannot be fully utilized from the CLI. Manage and use hook operations through
the Delphix Management application.

Creating a Hook Operation Template

@® The provisioning wizard still imports hook operations from templates.

WO NoUAWNE

Login to the Delphix Management application.

Click Manage.

Select Operation Templates.

Click the Plus icon to add a new operation template.

Enter a Name for the template.

Select an operation Type.

Enter a Description detailing what the operation does or how to use it.
Enter operation Contents to implement the operation partially or fully.
Click Create.

Importing a Hook Operation Template

To import a hook operation template:

=

WoNoAWN

In the Datasets panel, select a dataset.

Click the Configuration tab.

Within the Configuration tab, click the Hooks tab.

Select the hook to edit.

Click the Plus icon to add a new operation.

Click Import.

Select the template to import.

Click Import.

When you have set all hook operations, click Check to save the changes.

Exporting a Hook Operation Template

To export a hook operation template:

1.

Nouohs~wnN

®

In the Datasets panel, select a dataset.

Click the Configuration tab.

Within the Configuration tab, click the Hooks tab.

Select the hook to edit.

Click the Plus icon to add a new operation.

Select the type of operation.

Click the text area and edit the contents of the operation.
A

Click Export. ==

Enter a Name for the template.
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10. Enter a Description detailing what the operation does or how to use it.
11. Click Export.
Considerations for Delphix Hook Operations on Oracle RAC VDBs

When performing data management operations like SnapSync, refresh, and so on with Delphix data sources such as
VDB and dSources, Delphix offers "hooks" as an ability to perform tasks prior to and after these data management
operations.

Mostly the above article discusses shell operations within the hooks. But sometimes you might need to run a SQL
script within the hook to capture or alter the database state before or after a Delphix operation on that source. In a
sample scenario, we might be connecting to the database and running some SQL script that does the operations
and perhaps generates some files for later use.

In such a case, there is no need to set the Oracle environment in the script, and in fact, setting the ORACLE_SID
value in the script can be a problem for RAC instances. From the article linked above, these are the details of hook
operations as they relate to RAC VDBs:

Oracle RAC

When linking from, or provisioning to Oracle RAC environments, hook operations will not run once on each node in
the cluster. Instead, the Delphix Engine picks a node in the cluster at random and guarantees all operations within
any single hook will execute serially on this node.

@® The Delphix Engine does not guarantee the same node is chosen for the execution of every hook but does
guarantee that Pre-/Post- hook pairs (such as Pre-Sync and Post-Sync) will execute on the same node.

If the data source (or VDB) is a single instance Oracle, explicitly setting variables in the script should not be a
problem, since the local listener will be aware of the SID in the connect string. But for a RAC, since we will not be
sure which node the hook will run against beforehand, do not statically allocate the variables, the engine will
determine the connection string based on the databases section of the environments page of the admin app GUI.
Troubleshooting

Hook operations do not work for Delphx RAC installations.

Resolution

Remove any oracle environment setting parameters in the script and consider that the hook will run arbitrarily
against any of the RAC nodes. Validate that the connect string works for the Environment>Databases section for
the dSource in question.

Additional Information

For more information about validating and setting connection strings refer to, Adding JDBC Connection String.

Related Topics

« Hook Scripts for Automation and Customization
+ Setting Hook Operations
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Setting Hook Operations

Setting Hook Operations through the Delphix Management Application

@ The provisioning wizard still imports hook operations from templates.

Hook operations can be provisioned in the Hooks tab of the Add dSource or Add VDB wizards.

a. Select the type of operation and enter a name, operation type, and script.

b. Toremove an operation from the list, click the Trash icon on the operation.

c. When you have set all hook operations, click Next to continue with the provisioning process.
To edit hook operations on a virtual dataset:

@ From the Datasets panel, you can create hook operations from a template.

In the Datasets panel, click the virtual dataset.

Click the Configuration tab.

Within the Configuration tab, click the Hooks tab.

Select the hook to edit.

The current operations at this hook will be displayed. To edit this list of operations, click
the Pencil icon in the top right-hand corner of the tab.

Click the Plus icon to add a new operation.

® Q0T o

bal

Select the type of operation or click i to load a hook operation template.
Click the text area and edit the contents of the operation.

To remove an operation from the list, click the Trash icon on the operation.
When you have set all hook operations, click the checkmark to save the changes.

— ~ 20

@ The provisioning wizard still imports hook operations from templates.

Setting Hook Operations through the CLI

To specify hook operations during linking, edit the relevant hook's array of operations defined on

the LinkingParameters > Source > Operations object.

To specify hook operations during provisioning, edit the relevant hook's array of operations defined on

the ProvisionParameters > Source > Operations object.

To edit hook operations on a dSource that already exists, edit the relevant hook's array of operations
defined onthe Source > Operations object.

To edit hook operations on a virtual dataset that already exists, edit the relevant hook's array of operations
defined onthe Source > Operations object.

For more information about these CLI objects, see the following documentation in the Help menu of
the Delphix Management application:

+ LinkedSourceOperations
« VirtualSourceOperations
+ RunCommandOnSourceOperation

+ RunExpectOnSourceOperation API
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Example of Editing Hook Operations through the CLI

a. Navigate to the relevant source's VirtualSourceOperations object.

b. Select a hook to edit.

delphix> source
delphix source> select "pomme"
delphix source "pomme"> update

delphix source "pomme" update *> edit operations
delphix source "pomme" update operations x> edit postRefresh

c. Add an operation atindex 0.

delphix source "pomme" update operations
delphix source "pomme" update operations
type=RunCommandOnSourceOperation
delphix source "pomme" update operations
Refresh completed."

delphix source "pomme" update operations
Properties

postRefresh
postRefresh

postRefresh

postRefresh

type: RunCommandOnSourceOperation (%)

command: echo Refresh completed. (%)

delphix source "pomme" update operations

d. Add another operation atindex 1 and then delete it.

delphix source "pomme" update operations
delphix source "pomme" update operations
type=RunCommandOnSourceOperation
delphix source "pomme" update operations
Refresh completed."

delphix source "pomme" update operations
delphix source "pomme" update operations
delphix source "pomme" update operations

Related Topics
« Hook Scripts for Automation and Customization
« Hook Operation Templates

postRefresh

postRefresh
postRefresh

postRefresh
postRefresh

postRefresh
postRefresh

*> add
0 *> set

0 *> set command="echo

0 *> 1s

0 *> commit

*> add
1 *> set

1 *> set command="echo

1 *> back
*> unset 1
*> commit
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Managing Policies

« Configuring Retention on Individual Snapshots
«+ Policies and Time Zones

+ Creating Custom Policies

« Policies for Scheduled Jobs
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Configuring Retention on Individual Snapshots

This topic describes adding a custom retention definition for individual snapshots. This value will override that of
the policy currently assigned to the container, for example, if 'forever' is selected then the snapshot will no longer
be deleted via the retention policy.

Procedure

1.

L

Log into the Delphix Management application.

Select Resources > Storage Capacity.

Expand the object (dsource or vdb) to modify.

Expand the snapshots. (it may take a few minutes for the individual snapshots to appear)
To configure the desired value in the 'keep until' column, click the figure in the column.
In the Keep For dialog either enter the number of days or tick forever.

Click Save.
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Creating Custom Policies

This topic describes creating custom policies based on cron expressions for specific database objects or groups.

Custom policies are created by editing a policy associated with a database object, either during its creation or
through the Policy Management screen after it has been created. For information about creating custom policies
for dSources and VDBs during the linking and provisioning processes, see the Linking and Provisioning topics
listed for each data platform.

& Note

Policies may be configured using the provided Schedule date picker, by Interval, or by using a Quartz cron
expression by selecting Custom.

Procedure
1. Login to the Delphix Management application.
2. Click Manage.
3. Select Policies.
4. Select the tab for the object or group for which you want to create a policy.
5. Inthe selected tab click the Add button located on the right.
For example, to create a new VDB Snapshot policy:
a. Select the VDB Snapshot tab.
b. Click + VDB Snapshot.
6. Enter Name for the policy.
7. Select a Time Zone, if this is not selected Delphix picks up the system default time.
8. Select Timeout. When a job is run if it does not finish in the selected time it will be killed.
9. Select a Schedule.
10. Select Next.
11. Select the object(s) to which you want to assign this policy.
12. Click Submit.

Datasets- 513



Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Policies and Time Zones

Policies and Time Zones

You can configure the SnapSync, VDB Snapshot, and VDB Refresh policies with the time zone in which the policy
should be scheduled.

To edit the time zone of a policy:

1. Login to the Delphix Management application.

Click Manage.

Select Policies.

Click on the pencilicon located next to the selected policy.
Select the appropriate time zone from the drop-down list.
Click Submit.

o0k wN

& Retention and Quota policies are not schedulable and do not need a time zone.

Upgrading to Version 4.2 or higher:

Prior to version 4.2, a policy operated under the time zone of the policy’s target. For example, a SnapSync Policy
scheduled for 4:00 am every day that targeted a dSource in Eastern Standard Time (EST) and a dSource in Pacific
Standard Time (PST) fired twice a day: once at 4:00 am EST and once at 4:00 am PST.

To maintain the same behavior of the Delphix Engine after an upgrade, the upgrade process clones existing policies
with these clones differing only in their time zone. After upgrading, you may notice that the names of policies
change to include the time zones in which they operate.

& Default policies are not cloned and always operate under the timezone of the Delphix Engine.

Example of an Upgrade Engine

In this example, the dSources and VDBs originally operated under either EST (America/New_York) or CST (America/
Mexico_City), and new policies were created to reflect this.

Original Policy New Policies

UserSnapSync UserSnapSync (America/Mexico_City)
UserSnapSync (America/New_York)

SnapshotTest SnapshotTest (America/Mexico_City)
SnapshotTest (America/New_York)

UserRefresh UserRefresh (America/Mexico_City)
UserRefresh (America/New_York)

After an upgrade, ensure that the policies are configured as expected; it may have been unclear prior to this
upgrade when policies were actually firing.

Also, after upgrading to 4.2 or higher, you may consolidate/clean-up the clones and these changes will persist
through future upgrades. If you go to the policy tab, and click on a policy you should see a timezone field. This
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timezone field is editable. So for example, if you had "VDB_SNAP (US/Arizona)" and "VDB_SNAP (America/
Phoenix)", you could delete one of the duplicates (they are both from the same time zone in this case), make sure
the timezone field is set to the desired time zone and rename the remaining policy to "VDB_SNAP".
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Policies for Scheduled Jobs

Creating policies is a great way to automate the management of your datasets. Whether you are setting policy for
syncing data or snapshotting or refreshing virtual databases, policies ensure that your data will be ready when you

need it.
In order to create policies, navigate to the ‘Manage’ dropdown and select ‘Policies’.
There are four categories of policies that the Delphix Engine uses in conjunction with datasets objects:

« SnapSync - How often snapshots of a source database are taken for a dSource

« VDB Snapshot - How often snapshots are taken of the virtual database (VDB)

« Retention - How long snapshots and log files are retained for dSources and VDBs

+ VDB Refresh - Automatic refresh of a VDB either with the most recent snapshot or latest Timeflow logs. The

default setting for this policy is None.

(® Avoid Adding Conflicting Policies

The following example case can occur if the Snapshot policy is set to NONE, this has a direct impact on the
retention policy and potential VDB data growth: An engine encountered a domain0 space issue that
resulted from the archive logs for a single VDB taking up 25% of the pool. That engine was set to use a
‘None’ Snapshot policy along with a 1-week log retention policy. Because the archive logs were needed to
provision from the one and only snapshot that existed, the engine was unable to enforce the retention

policy.

There can be default or custom policies for each of these categories.

Policy Type Description User Access
Default Default policies exist at the domain level and are applied across + Users with Delphix
all objects in a category. Admin credentials

You can modify the settings for a default policy in a category, but
you cannot change the names of the default policies.

Custom Custom policies allow you to create unique policies to fit your + Users with Delphix
own schedule’s requirements. These can be set up with varying Admin credentials
time intervals, ranging from minutes to days. + Group and object

owners

Setting Different Policies for Objects in a Group

Policies applied at the group level will affect all objects in that group. If you want to set different policies for objects
in a group, apply the policies at the group level first, then apply policies at the object level.

SnapSync Policies
SnapSync policies determine how often snapshots are taken of the source database.

In the Default SnapSync policy, a snapshot is taken daily at 3:30 AM local time and will cancel if not completed
within four hours. If SnapSync does not complete within this four hour period, it will resume at the next scheduled
daily time, until the process is complete.
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Click the Edit icon to change the Default SnapSync policy, or click the Add icon to create a new SnapSync policy.

& Note

Policies may be configured using the provided Schedule date picker, by Interval, or by using a Quartz cron
expression by selecting Custom.

Retention Policies

Retention policies define how long the Delphix Engine retains snapshots and log files to which you can rewind or
provision objects from past points in time. The retention time for snapshots must be equal to, or longer than, the
retention time for logs.

To support longer retention times, you may need to allocate more storage to the Delphix Engine. The retention
policy - in combination with the SnapSync policy - can have a significant impact on the performance and storage
consumption of the Delphix Engine.

Benefits of Longer Retention
With increased retention time for snapshots and logs, you allow a longer (older) rollback period for your data.

Common use cases for longer retention include:

« SOX compliance

« Frequent application changes and development

« Caution and controlled progression of data

+ Reduction of project risk

Speed of rollback or restoring to older points in time

You can customize the retention policy to retain snapshots and logs for longer periods, enabling usage to specific
points further back in time.

Related Topics
+ Getting Started
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The admin and sysadmin User Roles
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After installation, you will have two users: sysadmin and admin. Email addresses are required inputs for

both accounts.

& When engines created before 5.3.1 are upgraded to 5.3.1 or later they will retain their old username
'delphix_admin'. To avoid complications Delphix recommends creating users with an admin role and then

Disabling delphix_admin.

You can create additional sysadmin and admin users, as well as other users with more restricted privileges, as
described in the topics under Managing System Administrators.

User Initial password
sysadmin sysadmin
admin delphix

Access Methods

There are three main interfaces to a Delphix Engine:

« Web browser (http or https)
« Command Line Interface (CLI) through ssh
+ Delphix Web APIs

Abilities and Duties

Typical system administration duties such as:

+ modifying NTP, SNMP, SMTP settings

+ managing storage

» downloading support logs for the Delphix
Engine

+ performing upgrades and patches.

Launches the initial Server Setup configuration
application

Has access to the Command Line Interface (CLI)

Manages data objects, all collectively referred to as
the Delphix Engine "domain":

« dSources

« virtual databases (VDBs)

o users

+ groups

« related policies and resources

Manages the Delphix Engine domain using either the
browser-based Engine Admin application or
the Command Line Interface (CLI).
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Accessing a Delphix Engine with a Web Browser

In order to reach the main Engine Administrator and Delphix Management application (GUI), you can use http or
https:

http://<engine IP or hosthame>
or

https://<engine IP or hosthame>

& Inorderto use your hostname, your DNS Administrator must add the hostname and IP Address to your
DNS system.

The Delphix Management Application

By default, the GUI login screen of a Delphix Engine will log you into the Delphix Management application, as that is
where a majority of the day-to-day activities will take place, such as attaching of source databases and VDB
provisioning. There is a link (Setup) to the Delphix Server Setup application.

If you are already logged into the Delphix Setup application, then you can switch to the Delphix Management login
by clicking “Management” in the upper-right corner of the Delphix Setup screen:
The Delphix Setup GUI

If accessing the Delphix Engine to perform system administrator actions (adding storage, changing system-level
parameters), you will need to switch the login screen to the Delphix Setup login by clicking Server Setup on the
default login screen.

If you are already logged into the Delphix Management GUI, you can switch to the Server Setup login screen by
clicking the username in the upper-right corner of the GUI and selecting “Setup”:

Accessing a Delphix Engine using the CLI

Using the Delphix CLI is useful for various situations:

« Limited bandwidth connections where a GUI is too “heavy”
« Flashis prohibited on browsers

« Users who prefer not to use a GUI

« Automation scripts

You access the Delphix CLI through an SSH session. Like the GUI, there are separate CLIs for the Engine
Administrator and Delphix Sysadmin roles. The appropriate CLI is automatically selected based on the role that has
been granted to you.

Using your SSH client of choice, access the Delphix Engine in a method similar to the following:

ssh <user>@<engine IP or hostname>

Where <user> is a pre-defined user on the Delphix Engine, and <engine IP> is the IP address of a Delphix Engine.

ssh delphix_admin@dlpxenginel

All Delphix functionality is available via the CLI. For further information on using the Delphix CLI, see Command Line
Interface Guide.
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Accessing a Delphix Engine Using the Delphix Web API

Delphix offers a set of RESTful web service APIs with which you can administer a Delphix Engine. Using Web API calls
allows you to create powerful, complex automation, often in coordination with other technologies like Jenkins,
Puppet, Chef, and Ansible. All Delphix functionality is available via the Web API. The use of the Web APl is outside
the scope of this document, but there is additional information in the Delphix Web Service API Guide.

Related Links

+ Managing Policies
» Users and Groups
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Oracle Environments and Data Sources

This section covers the following topics:

« Delphix Architecture with Oracle

» Quick Start Guide for Oracle on Linux

» Quick Start Guide for Oracle on Solaris SPARC

+ Oracle Support and Requirements

» Managing Oracle Environments and Hosts

« Linking Data Sources and Syncing Data with Oracle

+ Provisioning and Managing Virtual Databases with Oracle
+ Oracle Hook Operations
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Delphix Architecture with Oracle

Introduction

Various Oracle configurations ranging from Oracle RAC to Oracle multi-tenant can be used with Delphix. This article
contains an overview of how Delphix works with Oracle.

There are three key concepts when using Delphix with any data platform:

1. Environments: The server and software required to run a data set. For Oracle, this will be an operating
system host with Oracle instances running on it.

1. Source Environment: Source data to be ingested into Delphix. These will be used to create dSources.
2. Target Environment: Target hosts to provision VDBs. These need Oracle installations that correspond to the
versions of the Source environments, per our Oracle Support Matrix.

+ dSources: A database that the Delphix Virtualization Engine uses to create and update virtual copies of your

database
« VDBs: A database provisioned from either a dSource or another VDB which is a copy of the source data. A
VDB is created and managed by the Delphix Virtualization Engine.

With these concepts in mind, let’s explore how Delphix connects to Oracle environments and creates Oracle
dSources and VDBs.

Delphix is not a replacement for an archived log backup solution and should not be relied on to do so. This can
cause issues where Delphix is unable to start a vPDB that was plugged into a physical CDB if Delphix is having to
determine and deliver the archived logs. You will need to find a separate archived log backup solution workflow to
own and be responsible for physical CDB archived logs.

Environment Linking and Provisioning Architecture

As shown in the diagram below Delphix begins by ingesting data from your source databases in order to create
dSources. Once you have added an environment, Delphix will automatically ‘discover’ databases on it. This means
we are looking for any compatible data sources we could ingest from to create new dSources.
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Target Environments

Production
Host &

OS Credentials to initiate RMAN
Backups

. ) ) . Virtual ciafa Virtual data Virtus! data
DB Credentials to establish JODBC copy copy eopy

connections

DELPHIX

When you specify a dSource to add, we will leverage RMAN and JDBC in order to create snapshots of the source. We
continuously monitor the source database for new backups based on your SnapSync and LogSync policies. The
result is a TimeFlow with consistent points from which you can provision a VDB, and a faster provisioning process,
because there is no need for any database recovery during provisioning.

When you later provision a VDB, you can specify any environment as a target, including the environment that
contains the staging database. However, for best performance, we recommend that you choose a different target
environment. It must have an operating system that is compatible with the one running on the source environment.

Related Topics

« Oracle Support and Requirements
« Linking Data Sources and Syncing Data with Oracle
« Provisioning and Managing Virtual Databases with Oracle
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Quick Start Guide for Oracle on Linux

This quick start guide, which is excerpted from the larger User Guide, is intended to provide you with a quick
overview of working with Oracle database objects in the Delphix Engine. It does not cover advanced configuration
options including Oracle RAC, Linking to Standby, or best practices for performance. It assumes that you are
working in a Lab/Dev setting and attempting to quickly test Delphix Engine functionality. It assumes you will use the
VMware Hypervisor.

Overview

In this guide, we will walk through deploying a Delphix Engine, configuring Oracle Source and Target environments
on Linux servers, creating a dSource, and provisioning a VDB.

The following diagram describes the engine topology for Oracle environments. It illustrates the recommended
ports to be open from the engine to remote services, to the engine, and to the Source and Target Environments.

For this Quick Start Guide, you can ignore the following components: Validated Sync Host, Replicated Engine, and
Delphix Masking Engine.

Port allocation for Oracle environments Validated Sync Host SAN Services (outbound from

(optional) {<10ms latency) Delphix)
+ SMTP (TCP 25)

e - DNS (TCP/UDP 53)
o =) L = NTP (TCP 123)
S P
""’ - - SNMP (UDP 162)
— - SSL (TCP 443)

LDAP (TCP/UDP 636)
TGP 22, - SYSLOG (TCP/UDP

1521 B 51 4}
50001

TCP/UDP 111, 1110, 2049, 54045,
32767-65535 (NFS)
TCP 8415, 50001

-——

— _ TCP 22, 1521, 50001 TCP 22, 1521, 50001 . o —
0 — - - o
° > .3 -
v TCP 8341, 8415, 50001 @ TCP/UDP 111, 1110, 2049, 54045}&)
(<50ms latency) 32767-65535 (NFS < 1ms latency)
s A TCP 8415, 50001 Target
ource Dynamic Data Platform ; VDB Host
Database Host A
TCP 1521
TCP 22, 80, 443 TCP 8415
Y v
=1 E,_
|
Management . .
Application Replicated Engine Delphix Masking Engine

Note: Oracle listener typically runs on TCP 1521. In cases where other ports are used, substitute for 1521 above.
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Deploy OVA on VMware

Use the Delphix-supplied OVA file to install the Delphix Engine. The OVA file is configured with many of the
minimum system requirements. The underlying storage for the install is assumed to be redundant SAN storage.

1.

Noukw

®

11.

12.

13.

14.

®

Download the OVA file from https://download.delphix.com. You will need a support login from your sales
team or a welcome letter.

a. Navigate to the Delphix Product Releases/<Current Version>/Appliance Images page.
Login using the vSphere client to the vSphere server (or vCenter Server) where you want to install the
Delphix Engine.
In the vSphere Client, click File.
Select Deploy OVA Template.
Browse to the OVA file.
Click Next.
Select a hostname for the Delphix Engine.
This hostname will also be used in configuring the Delphix Engine network.
Select the data center where the Delphix Engine will be located.
Select the cluster and the ESX host.
Select one (1) data store for the Delphix 0S. This datastore can be thin-provisioned and must have
enough free space to accommodate the 300GB comprising the Delphix operating system.
Select four (4) or more data stores for Database Storage for the Delphix Engine. The Delphix Engine will
stripe all of the Database Storage across these VMDKs, so for optimal I/O performance, each VMDK must be
equal in size and be configured Thick Provisioned - Eager Zeroed. Additionally, these VMDKs should be
distributed as evenly as possible across all four SCSI 1/0 controllers.
Select the virtual network you want to use.
If using multiple physical NICs for link aggregation, you must use vSphere NIC teaming. Do not add multiple
virtual NICs to the Delphix Engine itself. The Delphix Engine should use a single virtual network. For more
information, see Optimal Network Architecture for the Delphix Engine.
Click Finish.
The installation will begin and the Delphix Engine will be created in the location you specified.
Once the installation has completed, power on the Delphix Engine and proceed with the initial system
configuration as described in Setting Up Network Access to the Delphix Engine.

If your source database is 4 TB, you probably need 4 TB of storage for the Delphix Engine. Add at least 4
data disks of similar size for the Delphix VM. For example: for a source database of 4 TB, create 4 VMDKs of
1TBeach.

For a full list of requirements and best practice recommendations, see Virtual Machine Requirements for
VMware Platform.

Setup Network Access to Delphix Engine

Power on the Delphix Engine and open the Console.

Wait for the Delphix Management Service and Delphix Boot Service to come online.

This might take up to 10 minutes during the first boot. Wait for the large orange box to turn green.
Press any key to access the sysadmin console.

4. Enter sysadmin@SYSTEM forthe usernameand sysadmin forthe password.

You will be presented with a description of available network settings and instructions for editing.
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Delphix Engine Network Setup

To access the system setup through the browser, the system must first be
configured for networking 1in your

environment. From here, you can configure the primary +interface, DNS, hostname,
and default route. When DHCP is

configured, all other properties are derived from DHCP settings.

To see the current settings, run "get." To change a property, run "set
<property>=<value>." To commit your changes,
run "commit." To exit this setup and return to the standard CLI, run "discard."

defaultRoute IP address of the gateway for the default route -- for
example, "1.2.3.4."

dhcp Boolean value -indicating whether DHCP should be used for
the primary dinterface. Setting this value
to "true" will cause all other properties (address,
hostname, and DNS) to be derived from the DHCP

response
dnsDomain DNS Domain -- for example, "delphix.com"
dnsServers DNS server(s) as a list of IP addresses -- for example,
"1.2.3.4,5.6.7.8."
hostname Canonical system hostname, used in alert and other logs --

for example, "myserver"

primaryAddress Static address for the primary interface in CIDR notation
-- for example, "1.2.3.4/22"

Current settings:
defaultRoute: 192.168.1.1
dhcp: false
dnsDomain: example.com
dnsServers: 192.168.1.1
hostname: Delphix

primaryAddress: 192.168.1.100/24

6. Configurethe hostname . If you are using DHCP, you can skip this step.

delphix network setup update *> set hostname=<hostname>

& ysethesame hostname you entered during the server installation.

7. Configure DNS. If you are using DHCP, you can skip this step.
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delphix network setup update *> set dnsDomain=<domain>
delphix network setup update *> set dnsServers=<serverl-ip>[,<server2-ip>,...]

8. Configure either a static or DHCP address.
DHCP Configuration

delphix network setup update *> set dhcp=true

Static Configuration

delphix network setup update *> set dhcp=false
delphix network setup update *> set primaryAddress=<address>/<prefix-len>

& The static IP address must be specified in CIDR notation (for example, 192.168.1.2/24)

9. Configure a default gateway. If you are using DHCP, you can skip this step.

delphix network setup update *> set defaultRoute=<gateway-ip>

10. Commit your changes. Note that you can use the get command prior to committing to verify your desired
configuration.

delphix network setup update *> commit
Successfully committed network settings. Further setup can be done through the
browser at:
http://<address>
Type "exit" to disconnect, or any other commands to continue using the CLI.
11. Check that you can now access the Delphix Engine through a Web browser by navigating to the displayed IP

address, or hostname if using DNS.
12. Exit setup.

delphix> exit

Setting Up the Delphix Engine

Once you setup the network access for Delphix Engine, navigate to the Delphix Engine URL in your browser for
server setup.

The welcome screen below will appear for you to begin your Delphix Engine setup.
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DELPHIX SETUF

Virtualization Setup

&  Welcome Welcome

Choosa angine type 1o satup:

Administrators © Viriualization
Masking
Tims This wizard will step you through the setup. During this process you will complata the following:

Creata your password fior the default “sysadmin® user
Sat the system time

Configurs network and services

Caonfigurs the storage poal

Configure proxies, SMTP, and LDAP (thase are optional)
Register your software

Matwork

B8 o8 % 8

Nehwark Secunty

After satup |s complata, you will have two administrators defined:

Horage + The system adminisirator, “sysadmin® with the password you defined. This will be the systam
administrator for tha instancs.
« The engine adminisirator, "admin™ with the password you defined. This is typically a DEA wha
Serviceabdity will administer all the data managed by ihe instance.

‘When satup is complate, log in as engine administrator i begin using your engine
Authantication

Karbemos
Registration

Summary

The setup procedure uses a wizard process to take you through a set of configuration screens:

« Administrators

« Time

« Network

« Network Security
« Storage

« Serviceability

« Authentication

« Kerberos

+ Registration

« Summary

1. Connectto the Delphix Engine at http://<Delphix Engine>/login/

index.html#serverSetup.
The Delphix Setup application will launch when you connect to the server.
Enter your sysadmin login credentials, which initially defaults to the username sysadmin, with the initial
default password of sysadmin. On first login, you will be prompted to change the initial default password.
2. Click Next.
Administrators
The Delphix Engine supports two types of administrators:

» System Administrator (sysadmin) - this is the engine system administrator. The sysadmin password
is defined here.
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« Engine Administrator (admin) - this is typically a DBA who will administer all the data managed by the
engine.

On the Administrators tab, you set up the sysadmin password by entering an email address and password. The
details for the admin are displayed for reference.

© The default domain user created on Delphix Engines from 5.3.1 is known as admin instead of
delphix_admin. When engines created before 5.3.1 are upgraded to 5.3.1 or later they will retain their old
username 'delphix_admin'. To avoid complications Delphix recommends creating users with an admin
role and then Disabling delphix_admin.

Time

The engine time is used as the baseline for setting policies that coordinate between virtual databases and external
applications

Choose your option to setup system time in this section. For a Quick Start, simply set the time and your timezone.
You can change this later.

Network

The initial out-of-the-box network configuration in the OVA file is set to use a single VMXNET3 network adapter.
You have already configured this in the initial configuration. Delphix supports more advanced configurations, but
you can enable those later.

Storage

You should see the data storage VMDKs or RDMs you created during the OVA installation. Click Next to configure
these for data storage.

Serviceability

Choose your options to configure serviceability settings.

For a Quick Start, accept the defaults. You can change this later.

Authentication Service
Choose your options to configure authentication services.

For a Quick Start, accept the defaults. You can change this later.

Registration

If the Delphix Engine has access to the external Internet (either directly or through a web proxy), then you can auto-
register the Delphix Engine:

1. Enter your Support Username and Support Password.
2. Click Register.

If external connectivity is not immediately available, you must perform manual registration.

1. Copy the Delphix Engine registration code in one of two ways:
a. Manually highlight the registration code and copy it to clipboard. Or,
b. Click Copy Registration Code to Clipboard.
2. Transfer the Delphix Engine's registration code to a workstation with access to the external network
Internet. For example, you could e-mail the registration code to an externally accessible e-mail account.
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3. Onamachine with access to the external Internet, please use your browser to navigate to the Delphix
Registration Portal at http://register.delphix.com.

4. Login with your Delphix support credentials (username and password).

5. Paste the Registration Code.

6. Click Register.

& Although your Delphix Engine will work without registration, we strongly recommend that you register
each engine as part of the setup. Failing to register the Delphix Engine will impact its supportability and
security in future versions.

To regenerate the registration code for a Delphix Engine please refer to, Regenerating the Delphix Engine
Registration Code. Delphix strongly recommends that you regenerate this code and re-register the engine regularly
to maximize the Support Security of the Delphix Engine. Delphix recommends doing this every six months.

Summary

The final summary tab will enable you to review your configurations for System Time, Network, Storage,
Serviceability, and Authentication.

1. Click the Back button to go back and to change the configuration for any of these server settings.
If you are ready to proceed, then click Submit.

Click Yes to confirm that you want to save the configuration.

Click Setup to acknowledge the successful configuration.

There will be a wait of several minutes as the Delphix Engine completes the configuration.

aokrwnN

Requirements for Oracle Hosts and Databases

In order to begin using Oracle environments with Delphix, you will need to configure the source and target hosts
with the requirements described on this page.

Oracle Hosts and Databases

On each host with Oracle, there must be an operating system user configured to the required specifications for
Delphix, as explained in the table below. This user (i.e. delphix_os) can easily be created by using
the createDelphixOSUser.sh script (located at the bottom of the page).

These requirements apply to both source and target environments. However, target environments have additional
requirements which are detailed in the ‘Target Host Requirements’ section below.

Source Host Requirement

Host Requirement Explanation
Profile and privileges should be the same as the For example, delphix_os should have the same
Oracle user (e.g. oracle) on the host. environment variable settings (SPATH, SORACLE_HOME,

etc.), umask, and ulimit settings, as the user oracle.
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The Delphix software owner account (e.g.
delphix_os) must have the same primary OS group
as the Oracle software owner account (e.g. oracle).

The delphix_os user must have the Oracle OSDBA
group (typically dba) as a primary or secondary 0OS

group.

For secondary group requirements, the Delphix OS
user must be a member of the SYSBACKUP 0S
group (12.1 or higher) or the SYSDBA OS group (11.2
and lower).

There must be a directory on the source host where
the Delphix Engine Toolkit can be installed, for
example: /var/opt/delphix/toolkit

The Delphix Engine must be able to make an SSH
connection to the source host (typically port 22).

Read access to SORACLE_HOME and all underlying
files and directories.
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Delphix recommends giving the delphix_os user the
same primary OS group as the Oracle home owner. This
ensures the Delphix engine can fully and automatically
discover Oracle homes, databases, and listeners.

Often, this is an OS group named oinstall. However, the
oinstall group is not always necessary depending on your
Oracle configuration. This user requires access to the
libobk_proxy.so library in the toolkit for the child
processes triggered by RMAN.

The OSDBA group allows "OS authentication" when
connecting to an Oracle database instance by specifying
neither username or password (i.e. rman target /), thus
eliminating the need to store or retrieve a SYSDBA
password.

Oracle 12c

For Oracle 12c and later versions of Oracle, the
delphix_os user can also use OSBACKUPDBA as its
secondary group. This is typically the BACKUPDBA group
on the host.

This ensures that the Delphix engine is able to take
snapshots of source databases using RMAN.

The delphix_os user and primary OS group (i.e. oinstall)
must own the directory.

The directory must have at least permissions -rwxrwx---
(0770)

The delphix_os user must have read and execute
permissions on each directory in the path leading to the
toolkit directory.

At least 1.6 GB of storage is needed at the time of setting
up the environment and at least 500MB of free space is
required to allow refreshes and maintenance of the
toolkit, especially during upgrades.

Delphix needs to run locally available Oracle tools such
as sqlplus and RMAN. Those executables, as well as
various required libraries, reside inside the Oracle home
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If the source host is part of a RAC cluster, Delphix will attempt to use all nodes and crsctl for its operations.

RAC Environment Requirement

The delphix_os user and Delphix Toolkit
configuration must be the same on each node in
the RAC cluster

& Masked Provisioning

Explanation

delphix_os must have a execute permission on crsctl
and srvctl on each node in the cluster.

access to olsnodes is needed.

The Delphix Toolkit must be installed in the same
directory path on each of the nodes in the source
cluster

All data files, archive logs, and database control file
must be located on storage shared by all of the cluster
nodes.

Each node in the cluster must be able to access
archive logs and the database control file from all
other nodes

At least 1.6 GB of storage is needed at the time of
setting up the environment and at least 500MB of free
space is required to allow refreshes and maintenance
of the toolkit, especially during upgrades.

Masked Provisioning is supported on Oracle RAC only when used with "script-based masking".

Auto-Discovery Requirements

The preferred way to find source databases it to allow Delphix to automatically discover your Oracle Homes and
Databases by examining the inventory and oratab files and the listener setup. Successful autodiscovery requires

read access to these and related files.

In most environments, delphix_os group membership is sufficient to perform auto-discovery.

However, if you have overridden Oracle's group permission structure, you may need to modify privileges to allow

auto-discovery.

Auto-Discovery Requirements

The ORATAB file must exist (typically in /etc/oratab
or /var/opt/oracle/oratab) and be readable by
delphix_os.

Read access to:

« Jetc/orainst.loc or /var/opt/oracle/orainst.loc.
« the Oracle inventory file (inventory.xml)

Explanation

The ORATAB is used to determine the location of the
Oracle installations on your host.

Note: The Oracle inventory file is identified by the
contents of orainst.loc (for example,
SINVENTORY_HOME/ContentsXML/inventory.xml).
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Permission to run pargs on Solaris hosts and ps on AIX,  Unless you have used a custom TNS_ADMIN setting,

HP-UX, and Linux hosts, as super-user.

This permission is usually granted via sudo
authorization of the commands.

elevated access to ps (pargs on Solaris) is not required

See the topic Sudo Privilege Requirements for Oracle
Environments for further explanation of this
requirement, and Sudo File Configuration Examples
for Oracle Environments for examples of file
configurations

If using ASM, the delphix_os user must have the Oracle

ASM ownership groups as secondary OS groups
(typically asmadmin and asmdba)

Source Database Requirements

For each source database, there are specific configurations required for Delphix to ingest data.

Source Database Requirement

There must be a database user (delphix_db)
created by the createDelphixDBUser.sh script
(located at the bottom of the page).

For each Oracle Home, the delphix_os user should
have execute permission for the programs in
SORACLE_HOME/bin.

Source databases must be in ARCHIVELOG mode
to ensure that redo logs are archived.

Enable Block Change Tracking (BCT). (Highly
Recommended).

Explanation

This script is part of the HostChecker bundle and grants
SELECT privileges on specific system tables for the user.

Oracle pluggable databases

For an Oracle pluggable database, there must be one
database user (delphix_db) for the pluggable database and
one common database user (c##delphix_db) for its
container database. The createDelphixDBUser.sh script
should be run twice to create a CDB user and then a PDB
user.

If symlinks are configured, Delphix must be configured
with the same SORACLE_HOME path as was used when
starting the instance.

Ensure the PermitUserEnvironment configuration
parameter = "yes" in the sshd_config file

The SORACLE_HOME/bin/oracle executable must have the
SETUID and SETGID flags set. Permissions on the oracle
binary must be at least -rwsr-s-x (06751).

Archive logs are required to make SnapSyncs consistent
and provisionable.

Enabling BCT will improve SnapSync operation time.
Without BCT, incremental SnapSyncs must scan the entire
database.
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Enable FORCE LOGGING. (Highly Recommended)

If the online redo log files are located on RAW or
ASM devices, then LogSync can only operate in
Archive Only mode.

Operating System Specific Requirements

Solaris
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If you do not enable FORCE LOGGING and NOLOGGING
operations take place, you will get a Fault from the Delphix
Engine.

If you must use NOLOGGING to meet specific performance
criteria, take a new snapshot of the source database after
doing the NOLOGGING operations to bring the dSource up-
to-date before provisioning VDBs.

See the topics Advanced Data Management Settings for
Oracle dSources and Linking Oracle Physical Standby
Databases for more information.

On a Solaris host, gtar must be installed. Delphix uses gtar to handle long file names when extracting the toolkit
files into the toolkit directory on a Solaris host. The gtar binary should be installed in one of the following

directories:

o /bin:/usr

« /bin:/sbin:/usr

« /sbin:/usr/contrib
« /bin:/usr/sfw

« /bin:/opt/sfw

+ /bin:/opt/csw/bin

Additional Target Host Requirements

This topic describes the user privileges and environment requirements that are required for Oracle target hosts and
databases collectively referred to as target environments.

These are in addition to the ‘Oracle Hosts and Database Requirements’ called out above.

Target Host Requirement

The Delphix OS user must be a member of the
SYSDBA OS group.

There must be a directory (e.g. "/mnt/provision/")
that will be used as a container for the NFS mount
points that are created when provisioning a VDB.

Explanation

This ensures that the Delphix engine is able to create new
VDBs on target hosts.

The delphix_os user and primary OS group (i.e. oinstall
or dba) must own the directory.

The directory must have at least permissions -rwxrwx---
(0770).

There must be no symbolic links in the path of this
directory, because NFS can mount into a directory with
symlinks in its path, but cannot unmount.
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Permission to run:

« mount, umount, mkdir, rmdir as super-user.

« pargson Solaris hosts
« pson Linux, AIX, and HP-UX as super-user.
+ nfso on AIX hosts as super-user

Write permission to the SORACLE_HOME/dbs
directory

An Oracle listener process running on the target
host.

Required packages on target hosts:

1. portmapper / rpchind
2. status daemon (rpc.statd)
3. NFS lock manager (rpc.lockd/lockmgr)

& ExaCC Support
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The following permissions are usually granted via sudo
authorization of the commands. See Sudo Privilege
Requirements for Oracle Environments for further
explanation of the commands, and Sudo File
Configuration Examples for Oracle Environments for
examples of the /etc/sudoers file on different operating
systems.

(i.e. chmod g+w SORACLE_HOME/dbs)

The listener's version should be equal to or greater than
the highest Oracle version that will be used to provision a
VDB.

As the Delphix Engine uses NFSv3 for mounting target
host filesystems, the prerequisite packages to support
NFSv3 client communication are required for normal
operation, and the required services to support NFS
client communications (including file locking) must be
running. NFSv3 is enabled by default

Delphix does not support Oracle Database Exadata Cloud at Customer (ExaCC).

Deploy Hostchecker to Validate Delphix Requirements

Delphix has developed a hostchecker script that contains standardized checks for source and target hosts - these

checks generally fall into three buckets

« OS and Host permissions/access
« Network Port Checks
+ DB-specific functionality

0S and Host permissions/access and network port checks can (and should) be performed prior to Delphix

installation to ensure a smooth deployment.

Each DB should have a specifically associated hostchecker - you can find detailed documentation on the DB-specific

hostchecker page.

1. Download the appropriate HostChecker tarball for your engine from https://
download.delphix.com/. Tarballs follow the naming convention "hostchecker_<OS>_<processor>.tar". For
example, if you are validating a linux x86 host you should download the hostchecker_linux_x86.tar tarball.
2. Create a working directory and extract the HostChecker files from the HostChecker tarball.

mkdir dlpx-host-checker
cd dlpx-host-checker/

tar -xf hostchecker_1linux_x86.tar

3. Runthe sh script contained within:
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sh hostchecker.sh

This will extract the JDK included in the tarball (if necessary) and invoke the HostChecker.

0oral0205@bbdhcp: /home/oral0205/hostchecker-> sh hostchecker.sh
Extracting the JDK from the tarball jdk-6u45-1linux-i586.tar.gz.

© Don'tRun as Root

Do not run the HostChecker as root; this will cause misleading or incorrect results from many of the
checks.

Select which checks you want to run.

@ Run Tests without the Interface

You can also run checks without spawning the interface. Enter ——help to get a list of arguments
you can pass to the HostChecker.

As the checks are made, enter the requested arguments.

Read the output of the check.

The general format is that severity increases as you scroll down the output. First comes informational
output, then warnings, then errors.

& Internal Errors

If you see a message that starts with Internal Error ,forward itto Delphix Support

immediately. This represents a potential bug in the HostChecker, and not necessarily a problem
with your environment.

Error or warning messages will explain any possible problems and how to address them. Resolve the issues
that the HostChecker describes. Do not be surprised or undo your work if more errors appear the next time
you run HostChecker, because the error you just fixed may have been masking other problems.

Repeat steps 3 - 7 until all the checks return no errors or warnings.

Adding Oracle Source and Target Environments

Follow the steps below to add both source and target environments for Oracle.

=

—
o

o~ h~WwWN

Login to the Delphix Management application.

Click Manage.

Select Environments.

Click the Plus icon next to Environments.

In the Add Environment dialog, select Unix/Linux.

Select Standalone Host or Oracle Cluster, depending on the type of environment you are adding.
For standalone Oracle environments enter the Host IP address.

For Oracle RAC environments, enter the Node Address and Cluster Home.
Enter an optional Name for the environment.

Enter the SSH port.

The default value is 22.
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15.
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Enter a Username for the environment.

See Requirements for Oracle Target Hosts and Databases for more information on the required privileges for
the environment user.

Select a Login Type.

For Password, enter the password associated with the user in Step 10.

() Using Public Key Authentication

If you want to use public key encryption for logging into your Unix-based environment:
a. Select Public Key for the Login Type.
b. Click View Public Key.

c. Copy the public key that is displayed, and append it to the end of your ~/.ssh/
authorized_keys file. If this file does not exist, you will need to create it.

i. Run chmod 600 authorized_keys toenableread and write privileges for
your user.
ii. Run chmod 755 ~ to make your home directory writable only by your user.
The public key needs to be added only once per user and per environment.

For Password Login, click Verify Credentials to test the username and password.

Enter a Toolkit Path.

The toolkit directory stores scripts used for Delphix Engine operations, and should have a persistent working
directory rather than a temporary one. The toolkit directory will have a separate subdirectory for each
database instance. The toolkit path must have 0770 permissions and at least 345MB of free space.

Click Submit.

Linking an Oracle Data Source

ok wnN

8.
9.
10.

Login to the Delphix Management application.

Navigate to Manage > Datasets.

Click the plusicon and select Add dSource.

In the Add dSource wizard, select the source database with the correct environment user-specified.
Enter your login credentials for the source database and click Verify Credentials.

If you are linking a mounted standby, Click Next. See the topics under Linking Oracle Physical Standby
Databases for more information about how the Delphix Engine uses non-SYS login credentials.

Enter a name and select a group for your dSource.

Adding a dSource to a dataset group lets you set Delphix Domain user permissions for that database and its
objects, such as snapshots. See the topics under Users and Groups for more information.

Select the Data Management settings needed. For more information, visit Data Management Settings for
Oracle Data Sources.

Assign existing policies to the new dSource. New policies can be created and associated later.

Enter any scripts that should be run using the Hooks page.

Review the dSource Configuration and Data Management information, and then click Submit.

Once the action to add a dSource has been submitted, the Delphix Engine will initiate a DB_Link job to create the
dSource. If the Load Immediately option was selected in the data management page a DB_Sync job will also be
executed to ingest data from the source, otherwise, this first DB_Sync job will run as per the associated SnapSync

policy.

When the jobs have successfully completed, the database icon will change to a dSource icon on the Environments >
Databases screen, and the dSource will be added to the list of Datasets under its assigned group.

Provisioning an Oracle VDB

1.

Login to the Delphix Management application.

Datasets- 537



N

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Select Manage > Datasets.

3. Inthe Datasets panel on the left-hand side, click the group containing the dSource or VDB from which you

want to provision.
4. Click the TimeFlow tab.
5. Selecta snapshot.

@ You can take a snapshot of the dSource from which to provision. To do so, click the Camera icon.

6. Optional: Select

ﬁ

to open LogSync timeline.

B

Timeflow Status Configuration

b

Shield DB 2.0

View: All snapshots

§
O Jan 3,2019 1:37:07 PM ® “ m X

< January 2019 >

Sun Mon Tue Wed Thu Fri Sat |}

= Time | Close |-

) 0T R

7. Select

8. Click
a.

b.

to provision from a point of time within a snapshot. You can select by date or time.

and the Provision VDB wizard will open:

For Oracle Single Instance the fields Installation Home, Database Unique Name, SID, Database
Name, Mount Base, and Environment User will auto-populate with information from the parent.
For Oracle RAC the fields Installation Home, Database Unique Name, SID, Database Name, Mount
Base, Instance Number, Instance Name and Environment User will auto-populate with
information from the parent.

& Editable Fields in the VDB Provision Wizard

The following fields are editable:

Installation Home (need to have an additional compatible target)
Database Unique Name

SID

Database Name

Mount Base

Datasets- 538



10.

11.

12.

13.

14.
15.
16.

17.
18.
19.
20.
21.
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Instance Number (RAC Only)
Instance Name (RAC Only)

If you need to add a new target environment for the VDB, click the green Plus icon next to the Filter

Target field, and follow the instructions in Adding an Oracle Single Instance or RAC Environment .

Review the information for Installation Home, Database Unique Name, SID, and Database Name. Edit as
necessary.

Review the Mount Base and Environment User. Edit as necessary.

The Environment User must have permission to write to the specified Mount Base, as described

in Requirements for Oracle Target Hosts and Databases. You may also want to create a new writeable
directory in the target environment with the correct permissions and use that as the Mount Base for the VDB.
Select Provide Privileged Credentials if you want to use login credentials on the target environment that
are different from those associated with the Environment User.

Click Advanced to customize the VDB online log size and log

groups, archivelog mode, local_listener parameter (TCP/IPC protocol addresses), additional VDB
configuration settings or file mappings, or custom environment variables.

For more information, see Customizing Oracle VDB Configuration Settings, Customizing VDB File Mappings,
and Customizing Oracle VDB Environment Variables.

a

If you are provisioning to a target environment that is running a Linux OS, you will need to compare
the SGA_TARGET configuration parameter with the shared memory sizein /dev/shm . The shared

memory configured on the target host should match the SGA memory target. You can check the Linux OS
shared memory size with the command df -k /dev/shm and the SGA_TARGET configuration parameter

by opening the Advanced settings and then finding the value for SGA_TARGET under VDB Configuration

Templates.

Click Next.

Select a Target Group for the VDB.

Enable Auto VDB Restart to allow the VDB to be automatically restarted when the target host reboot is
detected by Delphix.

Click Next.

Select a Snapshot Policy for the VDB.

Click Next.

Enter any operations that should be run at Hooks during the provisioning process. Click Next.

Click Submit.

When provisioning starts, you can review the progress of the job by selecting the VDB and clicking on

the Status tab, or by selecting Manage/Dashboards and viewing the Job History panel. Alternatively, you could
see this in the Actions Sidebar. When provisioning is complete, the VDB will be included in the group you
designated and listed in the Datasets panel. If you select the VDB in the Datasets panel and click

the Configuration tab, you can view information about the database and its Data Management settings.

Next Steps

Congratulations! You have provisioned your first virtual database!

Now, perform some simple functional tests with your application. You can connect your app to the VDB using
standard TNS/JDBC techniques. Delphix has already registered the VDB for you on the target listener.

We suggest the following next steps:

1.

Drop a table and use the VDB Rewind feature to test the recovery of your VDB.

2. Take a snapshot of your dSource and refresh your VDB to quickly get fresh production data.
3.
4. Mask your new VDB to protect sensitive data. Provision new VDBs from that masked VDB to quickly provide

Provision a new VDB from your VDB to test the sharing data quickly with other teams.

safe data to development and QA teams.
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Related Topics

+ Linking Data Sources and Syncing Data with Oracle
+ Provisioning and Managing Virtual Databases with Oracle
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Quick Start Guide for Oracle on Solaris SPARC

This quick start guide, which is excerpted from the larger User Guide, is intended to provide you with a quick
overview of working with Oracle database objects in the Delphix Engine. It does not cover advanced configuration
options including Oracle RAC, Linking to Standby, or Best Practices for Performance. It assumes that you are
working in a Lab/Dev setting and attempting to quickly test Delphix functionality. It assumes you will use the
VMware Hypervisor.

Overview

In this guide, we will walk through deploying a Delphix Engine, configuring Oracle Source and Target environments
on Solaris SPARC servers, creating a dSource, and provisioning a VDB.

The following diagram describes the Delphix topology for Oracle environments. It illustrates the recommended
ports to be open from Delphix to remote services, to the Delphix Engine, and to the Source and Target
Environments.

For this Quick Start Guide, you can ignore the following components: Validated Sync Host, Replicated Engine, and
Delphix Masking Engine.

Port allocation for Oracle environments Validated Sync Host SAN Services (outbound from

(optional) {<10ms latency) Delphix)

+ SMTP (TCP 25)

- DNS (TCP/UDP 53)
- NTP (TCP 123)
» SNMP (UDP 162)

wes

SSL (TCP 443)
LDAP (TCP/UDP 636)
TGP 22, - SYSLOG (TCP/UDP

1521 B 51 4}
50001

TCP/UDP 111, 1110, 2049, 4045,
32767-65535 (NFS)
TCP 8415, 50001

-——

— _ TCP 22, 1521, 50001 TCP 22, 1521, 50001 . o —
0 — <« > s
o "- : L
v TCP 8341, 8415, 50001 @ TCP/UDP 111, 1110, 2049, 4045, v
(<50ms latency) 32767-65535 (NFS < 1ms latency) Target
Source Dynamic Data Platform TCP 8415, 50001 VDB Host
Database Host A
TCP 1521
TCP 22, 80, 443 TCP 8415
Y v
=1 E,_
=
Management . .
Application Replicated Engine Delphix Masking Engine

Note: Oracle listener typically runs on TCP 1521. In cases where other ports are used, substitute for 1521 above.
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Deploy OVA on VMware

Use the Delphix-supplied OVA file to install the Delphix Engine. The OVA file is configured with many of the
minimum system requirements. The underlying storage for the install is assumed to be redundant SAN storage.

1.

Noukw

®

11.

12.

13.

14.

Download the OVA file from https://download.delphix.com. You will need a support login from your sales
team or a welcome letter.

a. Navigate to the Delphix Product Releases/<Current Version>/Appliance Images page.
Login using the vSphere client to the vSphere server (or vCenter Server) where you want to install the
Delphix Engine.
In the vSphere Client, click File.
Select Deploy OVA Template.
Browse to the OVA file.
Click Next.
Select a hostname for the Delphix Engine.
This hostname will also be used in configuring the Delphix Engine network.
Select the data center where the Delphix Engine will be located.
Select the cluster and the ESX host.
Select one (1) data store for the Delphix 0S. This datastore can be thin-provisioned and must have
enough free space to accommodate the 300GB comprising the Delphix operating system.
Select four (4) or more data stores for Database Storage for the Delphix Engine. The Delphix Engine will
stripe all of the Database Storage across these VMDKs, so for optimal I/O performance, each VMDK must be
equal in size and be configured Thick Provisioned - Eager Zeroed. Additionally, these VMDKs should be
distributed as evenly as possible across all four SCSI 1/0 controllers.
Select the virtual network you want to use.
If using multiple physical NICs for link aggregation, you must use vSphere NIC teaming. Do not add multiple
virtual NICs to the Delphix Engine itself. The Delphix Engine should use a single virtual network. For more
information, see Optimal Network Architecture for the Delphix Engine.
Click Finish.
The installation will begin and the Delphix Engine will be created in the location you specified.
Once the installation has completed, power on the Delphix Engine and proceed with the initial system
configuration as described in Setting Up Network Access to the Delphix Engine.

If your source database is 4 TB, you probably need 4 TB of storage for the Delphix Engine. Add at least 4
similarly sized data disks for Delphix VM e.g. for 4 TB create 4 VMDKs of 1 TB each.

For a full list of requirements and best practice recommendations, see Virtual Machine Requirements for
VMware Platform.

Setup Network Access to Delphix Engine

Power on the Delphix Engine and open the Console.

Wait for the Delphix Management Service and Delphix Boot Service to come online.

This might take up to 10 minutes during the first boot. Wait for the large orange box to turn green.
Press any key to access the sysadmin console.

Enter sysadmin@SYSTEM forthe username and sysadmin forthe password.
You will be presented with a description of available network settings and instructions for editing.

Delphix Engine Network Setup
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To access the system setup through the browser, the system must first be
configured for networking in your

environment. From here, you can configure the primary interface, DNS, hostname,
and default route. When DHCP is

configured, all other properties are derived from DHCP settings.

To see the current settings, run "get." To change a property, run "set
<property>=<value>." To commit your changes,
run "commit." To exit this setup and return to the standard CLI, run "discard."

defaultRoute IP address of the gateway for the default route -- for
example, "1.2.3.4."

dhcp Boolean value indicating whether DHCP should be used for
the primary interface. Setting this value
to "true" will cause all other properties (address,
hostname, and DNS) to be derived from the DHCP

response

dnsDomain DNS Domain -- for example, "delphix.com"

dnsServers DNS server(s) as a list of IP addresses -- for example,
"1.2.3.4,5.6.7.8."

hostname Canonical system hostname, used in alert and other logs --

for example, "myserver"

primaryAddress Static address for the primary interface in CIDR notation
-- for example, "1.2.3.4/22"

Current settings:
defaultRoute: 192.168.1.1
dhcp: false
dnsDomain: example.com
dnsServers: 192.168.1.1
hostname: Delphix

primaryAddress: 192.168.1.100/24

6. Configurethe hostname . If you are using DHCP, you can skip this step.

delphix network setup update *> set hostname=<hostname>

& ysethesame hostname you entered during the server installation.

7. Configure DNS. If you are using DHCP, you can skip this step.

delphix network setup update *> set dnsDomain=<domain>
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delphix network setup update *> set dnsServers=<serverl-ip>[,<server2-ip>,...]

8. Configure either a static or DHCP address.
DHCP Configuration

delphix network setup update *> set dhcp=true

Static Configuration

delphix network setup update *> set dhcp=false
delphix network setup update *> set primaryAddress=<address>/<prefix-len>

& The static IP address must be specified in CIDR notation (for example, 192.168.1.2/24)

9. Configure a default gateway. If you are using DHCP, you can skip this step.

delphix network setup update *> set defaultRoute=<gateway-ip>

10. Commit your changes. Note that you can use the get command prior to committing to verify your desired
configuration.

delphix network setup update *> commit
Successfully committed network settings. Further setup can be done through the
browser at:

http://<address>
Type "exit" to disconnect, or any other commands to continue using the CLI.
11. Check that you can now access the Delphix Engine through a Web browser by navigating to the displayed IP

address, or hostname if using DNS.
12. Exit setup.

delphix> exit

Setting Up the Delphix Engine
Once you setup the network access for Delphix Engine, enter Delphix Engine URL in your browser for server setup.

The welcome screen below will appear for you to begin your Delphix Engine setup.
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DELPHIX SETUF

Virtualization Setup

&  Welcome Welcome

Choosa angine type 1o satup:

Administrators © Viriualization
Masking
Tims This wizard will step you through the setup. During this process you will complata the following:

Creata your password fior the default “sysadmin® user
Sat the system time

Configurs network and services

Caonfigurs the storage poal

Configure proxies, SMTP, and LDAP (thase are optional)
Register your software

Matwork

B8 o8 % 8

Nehwark Secunty

After satup |s complata, you will have two administrators defined:

Horage + The system adminisirator, “sysadmin® with the password you defined. This will be the systam
administrator for tha instancs.
« The engine adminisirator, "admin™ with the password you defined. This is typically a DEA wha
Serviceabdity will administer all the data managed by ihe instance.

‘When satup is complate, log in as engine administrator i begin using your engine
Authantication

Karbemos
Registration

Summary

The setup procedure uses a wizard process to take you through a set of configuration screens:

« Administrators

« Time

« Network

« Network Security
« Storage

« Serviceability

« Authentication

« Kerberos

+ Registration

« Summary

1. Connectto the Delphix Engine at http://<Delphix Engine>/login/

index.html#serverSetup.

The Delphix Setup application will launch when you connect to the server.

Enter your sysadmin login credentials, which initially defaults to the username sysadmin, with the initial

default password of sysadmin. On first login, you will be prompted to change the initial default password.
2. Click Next.

Administrators
The Delphix Engine supports two types of administrators:

« System Administrator (sysadmin) - this is the engine system administrator. The sysadmin password
is defined here.
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« Engine Administrator (admin) - this is typically a DBA who will administer all the data managed by the
engine.

On the Administrators tab, you set up the sysadmin password by entering an email address and password. The
details for the delphix_admin are displayed for reference.

© Thedefault domain user created on Delphix Engines is now admin instead of delphix_admin. When
engines created before 5.3.1 are upgraded to 5.3.1 or later they will retain their old username
'delphix_admin'. To avoid complications Delphix recommends creating users with an admin role and then
Disabling delphix_admin.

System Time
Choose your option to setup system time in this section.

For a Quick Start, simply set the time and your timezone. You can change this later.

Network
The initial out-of-the-box network configuration in the OVA file is set to use a single VMXNET3 network adapter.

You've already configured this in the initial configuration. Delphix supports more advanced configurations, but you
can enable those later.

Storage

You should see the data storage VMDKs or RDMs you created during the OVA installation. Click Next to configure
these for data storage.

Serviceability
Choose your options to configure serviceability settings.

For a Quick Start, take the defaults. You can change this later.

Authentication

Choose your options to configure authentication services.
For a Quick Start, take the defaults. You can change this later.
Registration

If the Delphix Engine has access to the external Internet (either directly or through a web proxy), then you can auto-
register the Delphix Engine:

1. Enter your Support Username and Support Password.
2. Click Register.

If external connectivity is not immediately available, you must perform manual registration.

1. Copy the Delphix Engine registration code in one of two ways:
a. Manually highlight the registration code and copy it to clipboard. Or,
b. Click Copy Registration Code to Clipboard.
2. Transfer the Delphix Engine's registration code to a workstation with access to the external network
Internet. For example, you could e-mail the registration code to an externally accessible e-mail account.
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3. Onamachine with access to the external Internet, please use your browser to navigate to the Delphix
Registration Portal at http://register.delphix.com.

4. Login with your Delphix support credentials (username and password).

5. Paste the Registration Code.

6. Click Register.

& While your Delphix Engine will work without registration, we strongly recommend that you register each
Delphix Engine as part of the setup. Failing to register the Delphix Engine will impact its supportability and
security in future versions.

To regenerate the registration code for a Delphix Engine please refer to, Regenerating the Delphix Engine
Registration Code. Delphix strongly recommends that you regenerate this code and re-register the engine regularly
to maximize the Support Security of the Delphix Engine. Delphix recommends doing this every six months.

Summary
The setup procedure uses a wizard process to take you through a set of configuration screens:

« Administrators

« Time

« Network

« Network Security
« Storage

« Serviceability

+ Authentication

+ Kerberos

+ Registration

« Summary

1. Connectto the Delphix Engine at http://<Delphix Engine>/login/

index.html#serverSetup.

The Delphix Setup application will launch when you connect to the server.

Enter your sysadmin login credentials, which initially defaults to the username sysadmin, with the initial

default password of sysadmin. On first login, you will be prompted to change the initial default password.
2. Click Next.

Requirements for Oracle Hosts and Databases

In order to begin using Oracle environments with Delphix, you will need to configure the source and target hosts
with the requirements described on this page.

Oracle Hosts and Databases

On each host with Oracle, there must be an operating system user configured to the required specifications for
Delphix, as explained in the table below. This user (i.e. delphix_os) can easily be created by using
the createDelphixOSUser.sh script (located at the bottom of the page).

These requirements apply to both source and target environments. However, target environments have additional
requirements which are detailed in the ‘Target Host Requirements’ section below.
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Source Host Requirement

Host Requirement

Profile and privileges should be the same as the
Oracle user (e.g. oracle) on the host.

The Delphix software owner account (e.g.
delphix_os) must have the same primary OS group
as the Oracle software owner account (e.g. oracle).

The delphix_os user must have the Oracle OSDBA
group (typically dba) as a primary or secondary OS

group.

For secondary group requirements, the Delphix OS
user must be a member of the SYSBACKUP OS
group (12.1 or higher) or the SYSDBA OS group (11.2
and lower).

There must be a directory on the source host where
the Delphix Engine Toolkit can be installed, for
example: /var/opt/delphix/toolkit
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Explanation

For example, delphix_os should have the same
environment variable settings (SPATH, SORACLE_HOME,
etc.), umask, and ulimit settings, as the user oracle.

Delphix recommends giving the delphix_os user the
same primary OS group as the Oracle home owner. This
ensures the Delphix engine can fully and automatically
discover Oracle homes, databases, and listeners.

Often, this is an OS group named oinstall. However, the
oinstall group is not always necessary depending on your
Oracle configuration. This user requires access to the
libobk_proxy.so library in the toolkit for the child
processes triggered by RMAN.

The OSDBA group allows "OS authentication" when
connecting to an Oracle database instance by specifying
neither username or password (i.e. rman target /), thus
eliminating the need to store or retrieve a SYSDBA
password.

Oracle 12¢

For Oracle 12c and later versions of Oracle, the
delphix_os user can also use OSBACKUPDBA as its
secondary group. This is typically the BACKUPDBA group
on the host.

This ensures that the Delphix engine is able to take
snapshots of source databases using RMAN.

The delphix_os user and primary OS group (i.e. oinstall)
must own the directory.

The directory must have at least permissions -rwxrwx---
(0770)

The delphix_os user must have read and execute
permissions on each directory in the path leading to the
toolkit directory.

At least 1.6 GB of storage is needed at the time of setting
up the environment and at least 500MB of free space is
required to allow refreshes and maintenance of the
toolkit, especially during upgrades.
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The Delphix Engine must be able to make an SSH
connection to the source host (typically port 22).

Read access to SORACLE_HOME and all underlying Delphix needs to run locally available Oracle tools such
files and directories. as sqlplus and RMAN. Those executables, as well as
various required libraries, reside inside the Oracle home

Additional requirements for RAC Environments

If the source host is part of a RAC cluster, Delphix will attempt to use all nodes and crsctl for its operations.

RAC Environment Requirement Explanation

The delphix_os user and Delphix Toolkit « delphix_os must have a execute permission on crsctl
configuration must be the same on each node in and srvctl on each node in the cluster.

the RAC cluster + access to olsnodes is needed.

« The Delphix Toolkit must be installed in the same
directory path on each of the nodes in the source
cluster

« All datafiles, archive logs, and database control file
must be located on storage shared by all of the cluster
nodes.

+ Each node in the cluster must be able to access
archive logs and the database control file from all
other nodes

+ Atleast 1.6 GB of storage is needed at the time of
setting up the environment and at least 500MB of free
space is required to allow refreshes and maintenance
of the toolkit, especially during upgrades.

& Masked Provisioning

Masked Provisioning is supported on Oracle RAC only when used with "script-based masking".

Auto-Discovery Requirements

The preferred way to find source databases it to allow Delphix to automatically discover your Oracle Homes and
Databases by examining the inventory and oratab files and the listener setup. Successful autodiscovery requires
read access to these and related files.

In most environments, delphix_os group membership is sufficient to perform auto-discovery.

However, if you have overridden Oracle's group permission structure, you may need to modify privileges to allow
auto-discovery.

Auto-Discovery Requirements Explanation

Datasets- 549



The ORATAB file must exist (typically in /etc/oratab
or /var/opt/oracle/oratab) and be readable by
delphix_os.

Read access to:

« Jetc/orainst.loc or /var/opt/oracle/orainst.loc.
« the Oracle inventory file (inventory.xml)

Permission to run pargs on Solaris hosts and ps on AlX,
HP-UX, and Linux hosts, as super-user.

This permission is usually granted via sudo
authorization of the commands.

If using ASM, the delphix_os user must have the Oracle
ASM ownership groups as secondary OS groups
(typically asmadmin and asmdba)

Source Database Requirements
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The ORATAB is used to determine the location of the
Oracle installations on your host.

Note: The Oracle inventory file is identified by the
contents of orainst.loc (for example,
SINVENTORY_HOME/ContentsXML/inventory.xml).

Unless you have used a custom TNS_ADMIN setting,
elevated access to ps (pargs on Solaris) is not required

See the topic Sudo Privilege Requirements for Oracle
Environments for further explanation of this
requirement, and Sudo File Configuration Examples
for Oracle Environments for examples of file
configurations

For each source database, there are specific configurations required for Delphix to ingest data.

Source Database Requirement

There must be a database user (delphix_db)
created by the createDelphixDBUser.sh script
(located at the bottom of the page).

Explanation

This script is part of the HostChecker bundle and grants
SELECT privileges on specific system tables for the user.

Oracle pluggable databases

For an Oracle pluggable database, there must be one
database user (delphix_db) for the pluggable database and
one common database user (c##delphix_db) for its
container database. The createDelphixDBUser.sh script
should be run twice to create a CDB user and then a PDB
user.

For each Oracle Home, the delphix_os user should
have execute permission for the programs in
SORACLE_HOME/bin.

If symlinks are configured, Delphix must be configured
with the same SORACLE_HOME path as was used when
starting the instance.

Ensure the PermitUserEnvironment configuration
parameter = "yes" in the sshd_config file

The SORACLE_HOME/bin/oracle executable must have the
SETUID and SETGID flags set. Permissions on the oracle
binary must be at least -rwsr-s-x (06751).
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Source databases must be in ARCHIVELOG mode
to ensure that redo logs are archived.

Enable Block Change Tracking (BCT). (Highly
Recommended).

Enable FORCE LOGGING. (Highly Recommended)

If the online redo log files are located on RAW or
ASM devices, then LogSync can only operate in
Archive Only mode.

Operating System Specific Requirements

Solaris
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Archive logs are required to make SnapSyncs consistent
and provisionable.

Enabling BCT will improve SnapSync operation time.
Without BCT, incremental SnapSyncs must scan the entire
database.

If you do not enable FORCE LOGGING and NOLOGGING
operations take place, you will get a Fault from the Delphix
Engine.

If you must use NOLOGGING to meet specific performance
criteria, take a new snapshot of the source database after
doing the NOLOGGING operations to bring the dSource up-
to-date before provisioning VDBs.

See the topics Advanced Data Management Settings for
Oracle dSources and Linking Oracle Physical Standby
Databases for more information.

On a Solaris host, gtar must be installed. Delphix uses gtar to handle long file names when extracting the toolkit
files into the toolkit directory on a Solaris host. The gtar binary should be installed in one of the following

directories:

« /bin:/usr

« /bin:/sbin:/usr

« /sbin:/usr/contrib
« /bin:/usr/sfw

« /bin:/opt/sfw

+ /bin:/opt/csw/bin

Additional Target Host Requirements

This topic describes the user privileges and environment requirements that are required for Oracle target hosts and
databases collectively referred to as target environments.

These are in addition to the ‘Oracle Hosts and Database Requirements’ called out above.

Target Host Requirement

The Delphix OS user must be a member of the
SYSDBA OS group.

Explanation

This ensures that the Delphix engine is able to create new
VDBs on target hosts.
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There must be a directory (e.g. "/mnt/provision/")
that will be used as a container for the NFS mount
points that are created when provisioning a VDB.

Permission to run:

« mount, umount, mkdir, rmdir as super-user.
+ pargson Solaris hosts

« pson Linux, AlIX, and HP-UX as super-user.

+ nfso on AIX hosts as super-user

Write permission to the SORACLE_HOME/dbs
directory

An Oracle listener process running on the target
host.

Required packages on target hosts:

1. portmapper/ rpchind
2. status daemon (rpc.statd)
3. NFS lock manager (rpc.lockd/lockmgr)

& ExaCC Support
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The delphix_os user and primary OS group (i.e. oinstall
or dba) must own the directory.

The directory must have at least permissions -rwxrwx---
(0770).

There must be no symbolic links in the path of this
directory, because NFS can mount into a directory with
symlinks in its path, but cannot unmount.

The following permissions are usually granted via sudo
authorization of the commands. See Sudo Privilege
Requirements for Oracle Environments for further
explanation of the commands, and Sudo File
Configuration Examples for Oracle Environments for
examples of the /etc/sudoers file on different operating
systems.

(i.e. chmod g+w SORACLE_HOME/dbs)

The listener's version should be equal to or greater than
the highest Oracle version that will be used to provision a
VDB.

As the Delphix Engine uses NFSv3 for mounting target
host filesystems, the prerequisite packages to support
NFSv3 client communication are required for normal
operation, and the required services to support NFS
client communications (including file locking) must be
running. NFSv3 is enabled by default

Delphix does not support Oracle Database Exadata Cloud at Customer (ExaCC).

Deploy Hostchecker to Validate Delphix Requirements

Delphix has developed a hostchecker script that contains standardized checks for source and target hosts - these

checks generally fall into three buckets

« OS and Host permissions/access
+ Network Port Checks
« DB-specific functionality

0S and Host permissions/access and network port checks can (and should) be performed prior to Delphix

installation to ensure a smooth deployment.

Each DB should have a specifically associated hostchecker - you can find detailed documentation on the DB-specific

hostchecker page.
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. Download the appropriate HostChecker tarball for your engine from https://

download.delphix.com/. Tarballs follow the naming convention "hostchecker_<OS>_<processor>.tar". For
example, if you are validating a linux x86 host you should download the hostchecker_linux_x86.tar tarball.
. Create a working directory and extract the HostChecker files from the HostChecker tarball.

mkdir dlpx-host-checker
cd dlpx-host-checker/
tar -xf hostchecker_1linux_x86.tar

. Runthe sh script contained within:

sh hostchecker.sh

This will extract the JDK included in the tarball (if necessary) and invoke the HostChecker.

oral@205@bbdhcp: /home/oral0205/hostchecker-> sh hostchecker.sh
Extracting the JDK from the tarball jdk-6u45-1inux-i586.tar.gz.

© Don'tRun as Root

Do not run the HostChecker as root; this will cause misleading or incorrect results from many of the
checks.

. Select which checks you want to run.

@ Run Tests without the Interface

You can also run checks without spawning the interface. Enter ——he'lp to geta list of arguments
you can pass to the HostChecker.

. Asthe checks are made, enter the requested arguments.

. Read the output of the check.

The general format is that severity increases as you scroll down the output. First comes informational
output, then warnings, then errors.

& Internal Errors

If you see a message that starts with Internal Error ,forward it to Delphix Support

immediately. This represents a potential bug in the HostChecker, and not necessarily a problem
with your environment.

. Error or warning messages will explain any possible problems and how to address them. Resolve the issues
that the HostChecker describes. Do not be surprised or undo your work if more errors appear the next time
you run HostChecker, because the error you just fixed may have been masking other problems.

. Repeat steps 3 - 7 until all the checks return no errors or warnings.

Adding Oracle Source and Target Environments

Follow the steps below to add both source and target environments for Oracle.

1. Login to the Delphix Management application.
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Click Manage.

Select Environments.

Click the Plus icon next to Environments.

In the Add Environment dialog, select Unix/Linux.

Select Standalone Host or Oracle Cluster, depending on the type of environment you are adding.
For standalone Oracle environments enter the Host IP address.

For Oracle RAC environments, enter the Node Address and Cluster Home.

Enter an optional Name for the environment.

Enter the SSH port.

The default value is 22.

. Enter a Username for the environment.

See Requirements for Oracle Target Hosts and Databases for more information on the required privileges for
the environment user.

Select a Login Type.

For Password, enter the password associated with the user in Step 10.

() Using Public Key Authentication

If you want to use public key encryption for logging into your Unix-based environment:
a. Select Public Key for the Login Type.
b. Click View Public Key.

c. Copy the public key that is displayed, and append it to the end of your ~/.ssh/
authorized_keys file. If this file does not exist, you will need to create it.

i. Run chmod 600 authorized_keys toenableread and write privileges for
your user.
ii. Run chmod 755 ~ to make your home directory writable only by your user.
The public key needs to be added only once per user and per environment.

For Password Login, click Verify Credentials to test the username and password.

Enter a Toolkit Path.

The toolkit directory stores scripts used for Delphix Engine operations, and should have a persistent working
directory rather than a temporary one. The toolkit directory will have a separate subdirectory for each
database instance. The toolkit path must have 0770 permissions and at least 345MB of free space.

Click Submit.

Linking an Oracle Data Source

ok wnN

10.

Login to the Delphix Management application.

Navigate to Manage > Datasets.

Click the plusicon and select Add dSource.

In the Add dSource wizard, select the source database with the correct environment user-specified.
Enter your login credentials for the source database and click Verify Credentials.

If you are linking a mounted standby, Click Next. See the topics under Linking Oracle Physical Standby
Databases for more information about how the Delphix Engine uses non-SYS login credentials.

Enter a name and select a group for your dSource.

Adding a dSource to a dataset group lets you set Delphix Domain user permissions for that database and its
objects, such as snapshots. See the topics under Users and Groups for more information.

Select the Data Management settings needed. For more information, visit Data Management Settings for
Oracle Data Sources.

Assign existing policies to the new dSource. New policies can be created and associated later.

Enter any scripts that should be run using the Hooks page.

Review the dSource Configuration and Data Management information, and then click Submit.
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Once the action to add a dSource has been submitted, the Delphix Engine will initiate a DB_Link job to create the
dSource. If the Load Immediately option was selected in the data management page a DB_Sync job will also be
executed to ingest data from the source, otherwise, this first DB_Sync job will run as per the associated SnapSync
policy.

When the jobs have successfully completed, the database icon will change to a dSource icon on the Environments >
Databases screen, and the dSource will be added to the list of Datasets under its assigned group.

Provisioning an Oracle VDB

1. Login to the Delphix Management application.
2. Select Manage > Datasets.
3. Inthe Datasets panel on the left-hand side, click the group containing the dSource or VDB from which you

want to provision.
4. Click the TimeFlow tab.
5. Selecta snapshot.

@ You can take a snapshot of the dSource from which to provision. To do so, click the Camera icon.

6. Optional: Select B
E shieldbB2.0 »

to open LogSync timeline.

Timeflow Status Configuration

v View: All snapshots

§
O Jan 3,2019 1:37:07 PM ® “ m X

4 January 2019 >

Sun Mon Tue Wed Thu Fri Sat |}

o
N

= Time | Close |-

1 9018

©
7. Select to provision from a point of time within a snapshot. You can select by date or time.

8. Click and the Provision VDB wizard will open:
a. For Oracle Single Instance the fields Installation Home, Database Unique Name, SID, Database
Name, Mount Base, and Environment User will auto-populate with information from the parent.
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b. For Oracle RAC the fields Installation Home, Database Unique Name, SID, Database Name, Mount
Base, Instance Number, Instance Name and Environment User will auto-populate with
information from the parent.

& Editable Fields in the VDB Provision Wizard

The following fields are editable:

Installation Home (need to have an additional compatible target)
Database Unique Name

SID

Database Name

Mount Base

Instance Number (RAC Only)

Instance Name (RAC Only)

If you need to add a new target environment for the VDB, click the green Plus icon next to the Filter

Target field, and follow the instructions in Adding an Oracle Single Instance or RAC Environment .

Review the information for Installation Home, Database Unique Name, SID, and Database Name. Edit as
necessary.

Review the Mount Base and Environment User. Edit as necessary.

The Environment User must have permission to write to the specified Mount Base, as described

in Requirements for Oracle Target Hosts and Databases. You may also want to create a new writeable
directory in the target environment with the correct permissions and use that as the Mount Base for the VDB.
Select Provide Privileged Credentials if you want to use login credentials on the target environment that
are different from those associated with the Environment User.

Click Advanced to customize the VDB online log size and log

groups, archivelog mode, local_listener parameter (TCP/IPC protocol addresses), additional VDB
configuration settings or file mappings, or custom environment variables.

For more information, see Customizing Oracle VDB Configuration Settings, Customizing VDB File Mappings,
and Customizing Oracle VDB Environment Variables.

a

If you are provisioning to a target environment that is running a Linux OS, you will need to compare
the SGA_TARGET configuration parameter with the shared memory sizein /dev/shm . The shared

memory configured on the target host should match the SGA memory target. You can check the Linux OS
shared memory size with the command df -k /dev/shm and the SGA_TARGET configuration parameter

by opening the Advanced settings and then finding the value for SGA_TARGET under VDB Configuration

Templates.

Click Next.

Select a Target Group for the VDB.

Enable Auto VDB Restart to allow the VDB to be automatically restarted when the target host reboot is
detected by Delphix.

Click Next.

Select a Snapshot Policy for the VDB.

Click Next.

Enter any operations that should be run at Hooks during the provisioning process. Click Next.

Click Submit.

When provisioning starts, you can review the progress of the job by selecting the VDB and clicking on

the Status tab, or by selecting Manage/Dashboards and viewing the Job History panel. Alternatively, you could
see this in the Actions Sidebar. When provisioning is complete, the VDB will be included in the group you
designated and listed in the Datasets panel. If you select the VDB in the Datasets panel and click

the Configuration tab, you can view information about the database and its Data Management settings.
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Next Steps

Congratulations! You've provisioned your first virtual database!

You should attempt some simple functional tests with your application. You can connect your app to the VDB using
standard TNS/JDBC techniques. Delphix has already registered the VDB for you on the Target listener.

We suggest the following next steps:

Scripts

dropping a table and using the VDB Rewind feature to test recovery of your VDB

Take a snapshot of your dSource and Refresh your VDB to quickly get fresh production data

Provision a new VDB from your VDB to test sharing data quickly with other teams

Mask your new VDB to protect sensitive data. Provision new VDBs from that Masked VDB to quickly provide
safe data to development and QA teams.

createDelphixDBUser.sh
createDelphixOSUser.sh

Related Topics

Linking Data Sources and Syncing Data with Oracle
Provisioning and Managing Virtual Databases with Oracle
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Oracle Support and Requirements
This section covers the following topics:

+ Oracle Support Matrix

» Requirements for Oracle Hosts and Databases

» Network and Connectivity Requirements for Oracle Environments
+ Sudo Privilege Requirements for Oracle Environments

+ Sudo File Configuration Examples for Oracle Environments
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Oracle Support Matrix

Disclaimers and Support Notes

Due to some specific ExaCC platform characteristics, Delphix provides controlled support for the ExaCC platform,
which requires additional verification. Please contact your Delphix representative to start your qualification
process.

Delphix Support Policies specifically list major and minor release coverage. If a minor release is listed as covered,
all patch releases under that minor release are certified. Support applies to corresponding versions of Community
Enterprise Operating System (CentQS) / Oracle Linux (OL), 64-bit OS support only.

The Oracle version in the support matrix applies to both Oracle DB and Oracle Grid. Delphix supports the same set
of features and functionality for supported non-multitenant database versions. Currently, Delphix does not support
the Oracle 12c feature of THREADED_EXECUTION being set to TRUE, because this disables OS authentication.

Summary of Delphix features that are unsupported for the Oracle12c and higher Multi-tenant configuration:

« Existing Virtual Container Database (vCDB) as target for provisioning an additional vPDB
« Customize VDB settings/initialization parameters. Includes the following:
« Customize init.ora database parameter during provisioning
« Configtemplates
+ Online redo log size
+ Number of RAC VDB instances
+ Online redo log groups
« Archive log mode
+ Setting new DBID
+ Customize local listeners
« Virtual to Physical (V2P) Support
« ForvPDBs in non-virtual CDBs, automatic restart on target server reboot
« Resumable initial SnapSync
« Validated Sync
« Source continuity for dSource upgraded from Oracle 12¢ non-multitenant to multitenant database
« Cross-platform provisioning (XPP) to the virtual database
+ Oracle LiveSources

Color Supported?
Yes
No

Not Applicable

Oracle Database Editions
Delphix supports the following Oracle database editions:

+ Enterprise
« Standard
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Red Hat Enterprise Linux (RHEL)

Supported
DBMS Version

Supported

0OS Version

RHEL 5.5

RHEL 5.6

RHEL 5.7

RHEL 5.8

RHEL 5.9

RHEL 5.10

RHEL 5.11

RHEL 6.0

RHEL 6.1

RHEL 6.2

RHEL 6.3

RHEL 6.4

Oracle
10g

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte

d

N/A

N/A

N/A

N/A

N/A

Oracle
11gR1

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte

d

N/A

N/A

N/A

N/A

N/A

Oracle
11gR2

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d
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Oracle
12cR1

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Oracle

12cR2

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte
d

Oracle

18c

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte
d

Oracle

19¢c

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A
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RHEL 6.5

RHEL 6.6

RHEL 6.7

RHEL 6.8

RHEL 6.9

RHEL 6.10

RHEL 7.0

RHEL7.1

RHEL 7.2

RHEL 7.3

RHEL 7.4

RHEL 7.5

RHEL 7.6

RHEL 7.7

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d
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Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

Supporte
d

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

Supporte

d

Supporte
d

Supporte
d

Supporte
d
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SUSE Linux Enterprise Server (SLES)

a Support for SLES 15 requires installing the libncurses.5 library onto the host.

Oracle Oracle Oracle Oracle Oracle Oracle Oracle
Supported DBMS  10g 11gR1 11gR2 12cR1 12cR2 18c 19¢
Version
Supported
OS Version
SLES 11 Supporte  Supporte  Supporte  N/A N/A N/A N/A
d d d
SLES 11 SP1 Supporte  Supporte  Supporte  N/A N/A N/A N/A
d d d
SLES 11 SP2 Supporte  Supporte  Supporte  Supporte  N/A N/A N/A
d d d d
SLES 11 SP3 Supporte  Supporte  Supporte  Supporte  N/A N/A N/A
d d d d
SLES 11 SP4 Not Not Supporte  Supporte N/A N/A N/A
Supporte  Supporte d d
d d
SLES 12 N/A N/A Supporte  Supporte N/A N/A N/A
d d
SLES 12 SP1 N/A N/A Supporte  Supporte  Supporte  Supporte  N/A
d d d d
SLES 12 SP2 N/A N/A Supporte  Supporte  Supporte  Supporte  N/A
d d d d
SLES 12 SP3 N/A N/A Supporte Supporte Supporte Supporte Supporte
d d d d d
SLES 12 SP4 N/A N/A Supporte Supporte Supporte Supporte Supporte
d d d d d
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SLES 15

SLES 15 SP1

Solaris SPARC

Supported
DBMS Version

Supported
0S Version

Solaris 10 U9

Solaris 10
ulo0

Solaris 10
ull

Solaris 11

Solaris 11 U1

Solaris 11 U2

Solaris 11 U3

Solaris 11 U4

Solaris x86

Supported
DBMS Version

N/A

N/A

Oracle
10g

Support
ed

Support
ed

Support
ed

N/A

N/A

N/A

N/A

N/A

Oracle
10g

N/A

N/A

Oracle
11gR1

Support
ed

Support
ed

Support
ed

N/A

N/A

N/A

N/A

N/A

Oracle
11gR1

Documentation 6.0.0 - Delphix Engine 6.0.0 Documentation

Not Not
Supporte  Supporte
d d
Not Not
Supporte Supporte
d d
Oracle Oracle
11gR2 12cR1
Supported  N/A
Supported  Supported
Supported  Supported
Supported  Supported
Supported  Supported
Supported  Supported
Supported  Supported
Supported  Not
Supported
Oracle Oracle
11gR2 12cR1

Supporte
d

Not
Supporte
d

Oracle
12cR2

N/A

N/A

Not
supported

N/A

N/A

Supported

Supported

Supported

Oracle
12cR2

Supporte
d

Not
Supporte
d

Oracle
18c

N/A

N/A

Supported

N/A

N/A

Supported

Supported

Supported

Oracle
18c

Supporte
d

Supporte

d

Oracle
19c¢

N/A

N/A

N/A

N/A

N/A

N/A

Supported

Supported

Oracle 19c¢
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